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Introduction

In [I] we introduced the notion of transfer from a group over a local field to an associated endoscopic

group, but did not prove its existence, nor do we do so in the present paper. Nonetheless we carry

out what is probably an unavoidable step in any proof of existence: reduction to a local statement at

the identity in the centralizer of a semisimple element, a favorite procedure of Harish Chandra that he

referred to as descent.

The principal difficulty is to show that the transfer factors of [I] for the original group G are

compatible with those on the connected centralizer Gε of the semisimple element ε. After some

preliminary explanations in Section 1, the compatibility is stated as Theorem 1.6.A. In Section 2 we

show that this compatibility indeed reduces the problem of existence to a local problem at the identity

on the groups Gε, and in passing we note some other applications.

The remaining four sections are devoted to the proof of Theorem 1.6.A. The transfer factors are

defined in a rather elaborate manner as the product of five factors that mix group-theoretical data with

Galois cohomology. The first steps are to reduce to quasisplit groups and then to discard two of the

five factors, leaving only three, one of which is defined in a simple fashion, and two of which involve

group-theoretic and cohomological data. It is these two that are difficult to compare forG andGε. The

principal tools are the two comparison lemmas of Section 3.

The contributions to the factors are labelled by orbits of the Galois group in sets of roots, and the

first use made of the comparison lemmas is to deal in Section 4, and rather quickly, with all orbits

except those lying outside both Gε and the endoscopic group.

This leaves a rather concise but still far from trivial statement that is proved partly by an analysis

of the structure of semisimple groups and partly by explicit cohomological calculations. The structural

analysis is possible only after the critical lemma of Section 5.1 has been established. This lemma allows

us to introduce an inductive component into the argument, and then to assume that both the element ε

and the datum s defining the endoscopic group are essentially of order two, and moreover, that all roots
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are of the same length. This done, the burden of the rest of the proof is carried by explicit arguments

with the constructs of local class-field theory. They all appear in Section 6.

We cannot hope that the groping, pedestrian style of the paper will appeal to Grothendieck, for

it lacks the force and penetration that he achieved so readily, like Nietzche’s Philosoph der Zukunft,

erfinderisch in Schematen, mitunter stolz auf Kategorien-Tafeln. Nonetheless, it is a great pleasure

for us to express our admiration of his magnificient contributions to the mathematics of our time.
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§1. Descent Principles

1.1. Notation

We follow closely the notation of [I]. In particiular, G is a connected reductive group over a field

F of characteristic zero, now assumed local.

As in [I, Sect. 1.2.] G∗, ψ are quasisplit data andLG = Ĝ�WF is theL-group. To conserve notation

we fix an F -splitting (B,T , {Xαˇ}) of Ĝ and given a class of endoscopic data choose a representative

(H,H, s, ξ) with ξ : H ↪→ LG as inclusion and s an element of T . It is also convenient to fix an

F -splitting (BH ,Th, {Yβˇ}) of Ĥ = Cent(s, Ĝ)0 and assume that BH = B ∩ Ĥ,Tn = T .

For the moment we refer directly to [I] for the definition of the factor ∆. Measures also remain

as there. If ε ∈ G(F ) is semisimple we choose an invariant differential form of highest degree on
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Cent(ε,G)0 in order to fix a Haar measure on the F -rational points of this group. We require that

differential forms on inner forms be obtained by transport.

1.2. Images of semisimple elements

For ε in G the identity component of Cent(ε,G) will be denoted Gε. If ε in G(F ) is semisimple

then, following [K1], the stable conjugacy class of ε is

{g−1εg : gσ(g)−1 ∈ Gε, σ ∈ Γ},

where Γ = Gal(F̄ /F ). If Cent(ε,G) is connected then this coincides with the set of F -rational points

in the conjugacy class of ε in G(F̄ ). In general, an F -rational ε′ = g−1εg is stably conjugate to ε if and

only if Int g : Gε′ → Gε is an inner twist. If G is quasisplit over F then there is an ε′ stably conjugate

to ε such that Gε′ is quasisplit over F [K1, Lemma 3.3]. We now generalize the notion of image from

[I, 1.3] (see also [K2]). It is convenient to use the notation γH , γ, γG when γH is strongly G-regular and

εH , ε, εG in general.

Suppose then that εH lies in the Cartan subgroup GH(F ) of H(F ). Then we call εH a TH -image

of εG inG(F ) if for some admissible embedding TH → T of TH inG∗ carrying εH to, say, ε there exists

x in G∗, or just as well in G∗
sc, such that ψx = Int x ◦ ψ has the properties that ψx(εG) = ε and that

both TG = ψ−1
x (T ) and ψx : TG → T are defined over F . In varying TH we obtain all images of εG.

Observe that [K2, Lemma 10.2] shows that all images of a given εG are obtained by simply fixing one

image εH , if it exists, and then taking all TH -images for some TH fundamental in HεH
.

1.3. The function ΦH
f

Recall that to define transfer factors for (G,H) we may need to pass to a central extension of H .

Call a central extension H̃ of H admissible if it is attached to a z-extension of G as in [I, 4.4] (although

a wider class of extensions could be used [K-S]). The sequence

1→ Z̃(F )→ H̃(F )→ H(F )→ 1

is then exact, where Z̃ is a central torus in H̃ , and combinations of orbital integrals of functions on

G(F ) are to be matched with those of functions on H̃(F ) that transform under Z̃(F ) according to a

certain character λ̃ [I, 4.4].

Suppose εH is semisimple inH(F ) and ε̃H lies in its preimage in H̃(F ). The factor ∆(γ̃H , γG) has

been defined for γ̃H strongly G-regular in H̃(F ), by which we mean that the image γH of γ̃H in H(F )

is strongly G-regular. We shall investigate the behavior of

ΦH
f (γ̃H) =

∑
γG

∆(γ̃H , γG)Φ(γG, f)
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for γ̃H near ε̃H .

First, following [I, 4.3] it is easy to see that if εH isG-regular, but not strongly so, then ΦH
f extends

continuously to ε̃H and that this extension is in fact smooth at ε̃H . Second, if εH is not the image of

any semisimple element in G(F ) then no strongly G-regular element in HεH
(F ) can be the image of

an element in G(F ) and so ΦH
f vanishes on the strongly G-regular elements in H̃ε̃H

(F ). In particular

ΦH
f vanishes for all γ̃H in a neighborhood of ε̃H in H̃(F ).

We may then assume that εH is an image of an element εG in G(F ). There is an ε′H = h−1εHh

stably conjugate to εH such that Hε′H is quasisplit over F . If εH is a TH -image of εG then we may

multiply h by an element of Hε′H to assume that the homomorphism Int h−1 : TH → Hε′H is defined

over F , that is, that h ∈ A(TH). Then h acts on the preimage T̃H of TH in H̃ as an element of A(T̃H)

and [I, 4.1.] implies that

ΦH
f (h−1γ̃Hh) = ΦH

f (γ̃H)

for all strongly G-regular γ̃H in T̃H(F ). Thus we may replace εH by ε′H and assume from now on that

HεH
is quasisplit over F . Then HεH

is an endoscopic group for GεG
as we now explain in detail. We

sometimes denote it by Hε.

1.4. Descent for endoscopic data

We start then with semisimple εH in H(F ), an image of εG in G(F ), and HεH
quasisplit over

F . Choose TH such that εH is a TH -image of εG. Let ε be the image of εH under some admissible

embedding TH → T of TH in G∗. An argument as in the last paragraph allows us to choose the

embedding so thatG∗
ε is quasisplit over F . We will see that these choices are of no real importance, the

essential data being εH , ε and εG and thus HεH
, G∗

ε and GεG
.

To the endoscopic data (H,H, s, ξ)we shall attach an extensionHε ofWF by ĤεH
and an admissible

embedding ξε : Hε ↪→ LGεG
such thatHεH

,Hε, s and ξε yield endoscopic data forGεG
. Further choices

will be made, for example to specify ĜεG
, but again they will not affect the isomorphism class of the

endoscopic data. Moreover, all endoscopic data for GεG
will be so obtained up to isomorphism.

Suppose that BH ⊃ TH in H and B ⊃ T in G∗ are Borel subgroups for which the already chosen

TH → T is the attached embedding. Also suppose x ∈ G∗
sc is such that ψx(εG) = ε, with both

TG = ψ−1
x (T ) and ψx : TG → T defined over F . Note that G∗

ε and ψx serve as quasisplit data forGεG
.

The embedding

TH → T
ψx←− TG
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is by definition dual to a diagram

Ĥ ← TH = T → T̂
ψx−→ T̂G.

This diagram allows us to identify R(G,TG)̌ with R(Ĝ,T ) and then R(GεG
, TG )̌ with a subset of

R(Ĝ,T ).

In fixing L-data (Ĝε, ρε) and LGε = Ĝε � WF for GεG
or G∗

ε we may assume that Ĝε contains

T and that R(Ĝε,T ) coincides with R(Gε, TG)̌ as a subset of R(Ĝ,T ). We set Bε = B ∩ G∗
ε and let

Bε be the Borel subgroup of Ĝε generated by T and the B-positive roots in T in Ĝε. The embedding

T̂ → T of T̂ in Ĝε provided by Bε and Bε will be identified with T → T̂ above. The isomorphism

T̂G
ψx−→ T̂ −→ T embeds T̂G in Ĝε and extends to an admissible embedding of LTG in LGε (see, for

example, [I, 2.6]). The image, again denoted LTG, is independent of the choice of extension.

The element s lies in T and thus in Ĝε. Moreover Ĥ = Cent(s, Ĝ)0. We may take the dual ĤεH
of

HεH
as the subgroup Cent(s, Ĝε)0 of Ĝε; ĤεH

is normalized by LTG. We defineHε to be the subgroup

of LG generated by ĤεH
and LTG, and ξε to be the inclusion map. Observe that there is clearly a split

exact sequence

1 −→ ĤεH
−→ Hε −→WF −→ 1

and that (HεH
,Hε, s, ξε) is a set of endoscopic data for GεG

.

We also identify the embedding T̂H −→ T given by BH ∩ HεH
and Bε ∩ ĤεH

with T̂H → T

above. Then TH → T is an admissible embedding for both (G,H) and (GεG
,HεH

). Moreover any

admissible embedding of a maximal torus of HεH
in G∗

ε is admissible as an embedding of a maximal

torus of H in G∗ and carries εH to ε.

It remains to examine the effects of our choice. Suppose first that B and BH are changed but that

TH → T remains fixed. Then (Ĝε, ρε) is replaced by a pair (Ĝ′
ε, ρ

′
ε), Γ-isomorphic to it under a map

that carriesR(Ĝε,T ) to R(Ĝ′
ε,T ) and the image of LTG in LGε to its image in LG′

ε. This isomorphism

further fixes s and carries ĤεH
andHε to the new Ĥ ′

εH
andH′

ε. Thus we obtain isomorphic endoscopic

data for Gε.

With T fixed, the choice of TH and ψx does not affect endoscopic data. Now suppose we replace

TH → T by T̄H → T̄ . Then εH lies in both TH , T̄H and ε in both T, T̄ . We may assume that the new

Borel subgroups are obtained from BH and B by conjugation in Cent(εH ,H) and Cent(ε,G∗). Then

again the new data are seen to be isomorphic. Note that if T̄H → T̄ is admissible for (GεG
,HεH

) then

we may use conjugations in HεH
and G∗

ε , and the data are unchanged.



Descent for transfer factors 7

Finally it is straightforward to check that the choice of (H,H, s, ξ) within its equivalence class

does not affect the class of (HεH
,Hε, s, ξε) among data for GεG

. Moreover from any class of data for

GεG
we can recover s ∈ T , Ĥ = Cent(s, Ĝ)0,H = 〈Ĥ,LTG〉 contained in LG and εH semisimple in

H(F ) such that (HεH
,Hε, s, ξε) lies in the class.

1.5. Descent for ΦH
f

Continuing with εh, ε and εG, we assume that endoscopic data have been fixed once and for all by

the choices of the last section. Since these choices will not be mentioned again we reserve no notation

for them. In particular, TH → T will be an arbitrary embedding of TH in G∗
ε which is admissible for

(G∗
ε ,HεH

). To spare notation further we assume that G∗
ε , ψ are quasisplit data for GεG

. If then εH is a

TH -image of εG there is an x ∈ (G∗
ε)sc such that TG = ψ−1

x (T ) and ψx : TG → T are defined over F .

For γ̃H strongly G-regular in the preimage of TH(F ) in H̃(F ) we calculate ΦH
f (γ̃H) as∑

γG

∆(γ̃H , γG)Φ(γG, f)

where the sum is over representatives γG for the G(F )-conjugacy classes in the stable conjugacy class

of the image γ0G of γ̃H under

T̃H −→ TH −→ T −→ TG.

We write γG as w−1γ0Gw,w ∈ D(TG), and now describe a choice of representatives for D(TG).

Consider first the stable conjugacy class of εG in G(F ). Since Cent(εG, G) may be disconnected

we pass to a z-extension of G and pick ε̃ ∈ G̃(F ) mapping to ε under G̃ → G. Suppose that

{ε̃j = w̃−1
j ε̃w̃j : 0 ≤ j ≤ n} is a set of representatives for the conjugacy classes in the stable class of ε̃,

with w̃0 = 1. Let wj be the image of w̃j in G(F ), εj = w−1
j εGwj and Gj = Cent(εj , G)0. Notice that

the εj need not be distinct. We use (G∗
ε , ψj), where ψj = ψ ◦ Int wj , as quasisplit data forGj . Define a

subset S(TH) of {0, 1, · · · , n} by j ∈ S(TH) if and only if εj has εH as TH -image relative to (Gj ,HεH
),

that is, if and only if there exists hj ∈ Gj such that Int h−1
j w−1

j maps TG to Gj over F . Then fix some

such hj and set ŵj = wjhj , Tj = ŵ−1
h TGŵj . Passage to G̃ shows that

{ŵjw
′ : j ∈ S(TH) and w′ a representative for D(Tj , Gj)}

is a set of representatives for D(TG, G).

Thus ΦH
f (γ̃H) is equal to

(1.5.1)
n∑

j=0

∑
w′∈D(Tj ,Gj)

δ(j)∆(γ̃H , w′−1γjGw
′, f)Φ(w′−1γjGw

′, f)
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where γjG = ŵ−1
j γ0Gŵj , 0 ≤ j ≤ n, and δ is the characteristic function of S(TH).

From the well-known construction of Harish-Chandra [HC1, Sect. 22; HC2, Part VI] we can find

f j ∈ C∞
c (Gj(F )), 0 ≤ j ≤ n, such that

Φ(δ, f) = Φ(δ, f j)

for all regular semisimple δ in some neighborhood of εj in Gεj
(F ). It remains to relate transfer factors

for (G,H) to those for (GεG
,HεH

).

1.6. Descent for transfer factors

To conserve notation H will be assumed an L-group, but Hε must of course remain arbitrary.

Then H̃εH
will be an admissible central extension of HεH

(recall 1.3) and ε̃H will be an element in the

preimage of εH in H̃εH
(F ). We suppose that εH is a T̄H -image as well as a TH -image, and take γ̃H , ˜̄γ

in H̃εH
(F ) with strongly G-regular images γH ∈ TH , γ̄H ∈ T̄H in HεH

(F ). Then the factors

∆ = ∆(γH , γG; γ̄H , γ̄G)

for (G,H) and

∆ε = ∆(γ̃H , γG; ˜̄γH , γ̄G)

for (GεG
,HεH

) are defined and non-zero whenever γH , γ̄H are images with respect to (GεG
,HεH

) of

γG, γ̄G in GεG
(F ). That will be our assumption on γG, γ̄G throughout this section.

Let Θ = ∆/∆ε. Then Θ is naturally a product

ΘIΘIIΘ1Θ2ΘIV ,

the factors corresponding to those of ∆ and ∆ε [I, Sect. 3]

Keeping TH and T̄H fixed we consider γ̃H , ˜̄γH near ε̃H with γG, γ̄G both near εG. We will see

in 3.1 that Θ1(γ̃H , γG; ˜̄γH , γ̄G) = 1. A glance at the remaining factors convinces one that Θ extends

continuously to (ε̃H , εG; ε̃H , εG) taking a nonzero value there. The extension is then seen to be smooth.

Theorem 1.6.A.

limΘ(γ̃H , γG; ˜̄γH , γ̄G) = 1

γ̃H , ˜̄γH −→ ε̃H

γG, γ̄G −→ εG.

The proof will occupy Sections 3 to 6.
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Suppose F is nonarchimedean. Then the theorem says that

Θ(γ̃H , γG; ˜̄γH , γ̄G) = 1

for γ̃H , ˜̄γH near ε̃H and γG, γ̄G near εG. Thus for the absolute factors ∆(γH , γG),∆(γ̄H , γ̄G) forG and

∆ε(γ̃H , γG),∆ε(˜̄γH , γ̄G) for Gε [I, 3.7] we have

∆(γH , γG)
∆ε(γ̃H , γG)

=
∆(γ̄H , γ̄G)
∆ε(˜̄γH , γ̄G)

,

and so we may write

∆(γH , γG) = c∆ε(γ̃H , γG)

for γ̃H near ε̃H and γG near εG, where c is a constant. Observe that for γ̃H near ε̃H the factor ∆ε(γ̃H , γG)

depends only on γH and γG (see [I, 4.4.A] and 3.5). We emphasize that the assertion of the theorem is

that c is independent of the Cartan subgroup TH containing γH . That this is crucial for the transfer of

orbital integrals (and therefore characters) will be seen in Section 2.

In the archimedean case c is a function. This however presents no difficulties in our applications

(2.4, 2.5).

1.7. Final formula

For the pair (Gj ,HεH
) we write cj in place of c. Then

(1.7.1) ΦH
f (γH) =

n∑
j=0

cjΦHε

fj (γ̃H)

for strongly G-regular γ̃H sufficiently close to ε̃H in H̃εH
(F ). Note that the characteristic function δ(j)

of (1.5.1) has disappeared because by definition ΦHε

fj (γ̃H) = 0 for j /∈ S(TH) (recall 1.3).

§2. Consequences

2.1. Local transfer

We say that (G,H) admits ∆-transfer if for each f ∈ C∞
c (G(F )) there exists f H̃ ∈ C∞

c (H̃(F ),

λ̃) notation of 1.3) such that f and fH̃ have ∆-matching orbital integrals, that is,

(2.1.1) Φst(γ̃H , f H̃) =
∑
γG

∆(γH , γG)Φ(γG, f)

for all stronglyG-regular γ̃H in H̃(F ). IfH is the quasisplit form ofG, so that ∆ is a constant, we often

refer to stable transfer rather than ∆-transfer. Suppose that F is nonarchimedean. Then for γ̃H near
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1 the factor ∆(γ̃H , γG) depends only on the image γH of γ̃H in H(F ) (see [I 4.4] again); so we may

denote it instead by ∆loc(γH , γG). We say that (G,H) admits local ∆-transfer at the identity if for

any f ∈ C∞
c (G(F )) we can find fH ∈ C∞

c (H(F )) such that

(2.1.2) Φst(γH , fH) =
∑
γG

∆loc(γH , γG)Φ(γG, f)

for all strongly G-regular γH near 1 in H(F ).

2.2. A characterization lemma

Throughout 2.2 and 2.3 we assume that F is nonarchimedean. Suppose that Φst is a stably-

invariant function on the regular semisimple elements of G(F ) that is compactly supported modulo

conjugation, viz., that vanishes along all conjugacy classes of regular semisimple elements that do not

meet some fixed compact subset of G(F ). Then we call Φst a local stable orbital integral if for each

semisimple element ε inG(F ) there exists fε ∈ C∞
c (G(F )) such that Φst(γ) = Φst(γ, fε) for all regular

semisimple γ near ε.

Lemma 2.2.A. Let G be a quasisplit group. If Φst is a local stable orbital integral on G(F ) then

there exists f ∈ C∞
c (G(F )) such that

Φst(γ) = Φst(γ, f)

for all regular semisimple γ in G(F ).

Proof. By a simple passage to a z-extension ([K1]) we reduce immediately to the case that the derived

group of G is simply connected.

If ε is semisimple in G(F ) we denote by Zε the center of Gε and by Z′
ε the set of ε′ in Zε at which

DG/DGε
, does not vanish. For ε′ in Z′

ε we have Gε′ = Gε and Zε′ = Zε, while if ε′ ∈ Zε − Z ′
ε then

Gε′ � Gε, so that dimGε′ > dimGε, and Zε′
⊂
�= Zε. Notice that the group Gε is Cent(Zε, G). Thus if

g ∈ G(F̄ ) then g−1εg is stably conjugate to ε if and only if Int g−1 : Zε −→ Zg−1eg is defined over F ,

that is, Zε is stably conjugate to Zg−1εg .

There are only finitely many stable conjugacy classes among groups Zε. We label representatives

Z0, · · · , Zr for these classes so that Z0 is the center of G, the group G(,) = Cent(Z�, G) is quasisplit

over F for each , (using [K1, Lemma 3.3]), and so that dimG(,) ≤ dimG(k) if k ≤ ,. Notice that if

Z� = Zε then G(,) = Gε and Z′
� = Z ′

ε.
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It is sufficient to show for each , = 0, · · · , r that if a local stable orbital integral Φst vanishes on the

regular semisimple elements in a neighborhood of ∪
k<�

Zk(F ) then there exists f� ∈ C∞
c (G(F )) such

that

(2.2.1) Φst(γ) = Φst(γ, f�)

for all γ near ∪
k≤�

Zk(F ), for if ε′ is stably conjugate to ε in this set then any regular γ′ close to ε′ is stably

conjugate to a γ close to ε becauseGε is quasisplit. Thus (2.2.1) implies that

Φst(γ′) = Φst(γ′, f�).

We then proceed inductively, replacing the original Φst by

γ −→ Φst(γ, f0),

passing to Z1, and so on.

Because Gder is simply connected, stable semisimple conjugacy classes are labelled by orbits of

the Weyl group in a fixed Cartan subgroup T over F . Of course the orbits lie in T (F̄ ), and not all such

orbits label stable conjugacy classes. Suppose we are given a Galois-invariant metric on T (F̄ ), one such

orbit τ̄ = {t0, t1, · · · , ts}, and a δ > 0. Then the set of all g ∈ G(F ) such that the semisimple part of g

is conjugate in G(F̄ ) to an s such that |s − ti| < δ for some i is an open subset of G(F ) that is stably

invariant. Multiplying a given function f by the characteristic function of such a set, we concentrate

its stable orbital integrals on the set X(τ, δ) of regular γ such that γ is conjugate to s with |s− ti| < δ
for some δ.

Thus a stable conjugacy class that meets Z′
�(F ) will intersect Z′

�(F ) in a finite set {ε0, · · · , εr}, and

mapping Z� into T over F̄ we send the elements ε = ε0, · · · , εr to t0, · · · , tr . We complete this set to a

full orbit τ = {t0, · · · , ts}. SinceGε is quasisplit, it is clear that if δ is sufficiently small then any stable

conjugacy class inX(τ, δ) meets any given neighborhood of ε inGε. In verifying this, we may suppose

that Z� ⊆ T so that t0 = ε.

A stable conjugacy class in X(τ, δ) is then represented by an s ∈ T (F̄ ) such that |s − ε| < δ and

such that for any σ ∈ Gal(F̄ /F ) there is a uσ in the normalizer of T in G(F ) satisfying

(2.2.2) σ(s) = u−1
σ suσ.

Since

|σ(s)− σ(ε)| = |σ(s)− ε| = |u−1
σ suσ − ε|,
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we can choose δ sufficiently small that (2.2.2) forces uσ to centralize ε. Consequently, by Steinberg’s

Theorem, s determines a stable conjugacy class inGε(F ). Moreover, if δ is small enough this class must

meet the given neighborhood of ε in Gε.

By assumption, there is an f� such that Φst(γ) = Φst(γ, f�) for γ in a neighborhood of ε in Gε,

and we conclude that this relation is valid on all of X(τ, δ). A simple partition-of-unity argument

completes the proof. Observe that we could have dispensed with the introduction of the groups Z�, if

we had wished to do so.

2.3. Reduction to local transfer

Theorem 2.3.A Suppose all pairs (GεG
,HεH

) have local ∆ε-transfer at the identity. Then (G,H)

has ∆-transfer.

Proof. We first observe that ifG is replaced by a z-extension G̃ the hypothesis of the theorem remains

valid. Further it is then sufficient to prove the theorem for G̃. Thus we may as well assume H an

L-group. By Lemma 2.2.A we have then just to show that

ΦH
f (γH) =

∑
γG

∆(γH , γG)Φ(γG, f),

defined so far for γH stronglyG-regular inH(F ), is a local stable orbital integral onH(F ). We shall use

the descent formula (1.7.1). Observe also that local ∆ε-transfer at the identity for (GεG
,HεH

) implies

local ∆ε-transfer at εH for the same pair (see Lemma 3.5.A).

First, if εH is regular semisimple in H(F ), so that HεH
is a Cartan subgroup of H , then local

transfer at εH for (GεG
,HεH

) implies by (1.7.1) that ΦH
f extends smoothly to εH . Thus we have ΦH

f

defined on all regular semisimple elements ofH(F ). It is further locally constant, stable, and compactly

supported modulo conjugation.

For general εH we use (1.7.1) to obtain f ′ ∈ C∞
c (HεH

(F )) and thus f ′′ ∈ C∞
c (H(F )) such that

ΦH
f (γH) = Φst(γh, f ′) = Φst(γH , f ′′)

for γH near εH . Thus ΦH
f is a local stable orbital integral and the proof is complete.

2.4. Equisingular matching

We call εH and εG equisingular ifHεH
, is an inner form ofGεG

, that is, if εH is (G,H)-regular in the

sense of [K2]. Assume that f, fH have ∆-matching orbital integrals. For simplicity, we shall suppose

that the derived group of G is simply connected so that neither H itself nor HεH
need be replaced
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by a central extension in the matchings. Note also that Cent(εH ,H) is connected [K2, Lemma 3.2].

Following [K2], and by the homogeneity of germs, we may expect a stable combination of the integrals

of fH along the conjugacy classes in the stable class of εH to match with some suitable combination

of the integrals of f along the classes in the stable class of εG. We shall show this is true and so verify

some conjectures in [K2].

The first step is to define a factor ∆(εH , εG). Let εH be a TH -image of εG. Then we set

∆(εH , εG) = lim∆(γH , γG),

where the limit is taken as γH −→ εH in TH(F ) and γG −→ εG, and γH is an image of γG. Suppose

F nonarchimedean. If we consider also γ̄H , γ̄G with γ̄H near εH in another Cartan subgroup T̄H(F )

of HεH
(F ) then ∆ε(γH , γG; γ̄H , γ̄G) ≡ 1 since HεH

is the quasisplit inner form of GεG
. Thus Theorem

1.6.A asserts that
Θ(γH , γG; γ̄H , γ̄G) = ∆(γH , γG; γ̄H , γ̄G)

= ∆(γH , γG)/∆(γ̄H , γ̄G)

= 1

if γh, γ̄H near εH are images of γG, γ̄G near ε. In other words, ∆(γH , γG) is a constant independent of

the Cartan subgroup containing γH and ∆(εH , εG) equals this constant. If F is archimedean we still

have ∆ε(γH , γG; γ̄H , γ̄G) ≡ 1 but Theorem 1.6.A asserts only that

lim∆(γH , γG)/∆(γ̄H , γ̄G) = 1.

We conclude nevertheless that ∆(εH , εG) is well defined, that is, independent of the choice of TH .

We write O(εG, f) for the integral of f along the conjugacy class of εG, keeping in mind our

convention for measures (1.1). A sign e(G) is defined in [K4]. If we sum over representatives ε′H for

the conjugacy classes in the stable conjugacy class of εH then

Ost(εH , fH) =
∑
ε′H

e(Hε′H )O(ε′H, f
H)

is a stable distribution [K3, S5].
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Lemma 2.4.A Suppose εH is (G,H)-regular then

(2.4.1) Ost(εH , fH) =
∑
εG

e(GεG
)∆(εH , εG)O(εG, f)

where the sum is over representatives εG for the conjugacy classes in G(F ) equisingular with εH .

Proof. (i) F nonarchimedean. Suppose γH is near εH in a fundamental Cartan subgroup TH(F ) of

HεH
(F ). Then by descent (1.7), ∑

γG

∆(γH , γG)Φ(γG, f)

coincides with ∑
j

∆(γH , γj)Φst(γj , f j)

and thus with ∑
j

∆(εH , εj)Φst(γj , f j).

The zero-degree term in the Shalika germ expansion of this expression is

λ
∑
j

∆(εH , εj)e(Gj)f j(εj)

where λ is a constant depending only on εH (see [K3, §3]). Apart from λ, this is the right side of (2.4.1).

At the same time, ∑
γG

∆(γH , γG)Φ(γG, f)

coincides with Φst(γH , fH) which has λOst(εH , fH) as zero-degree term in its germ expansion. So

(2.4.1) is proved.

(ii) F archimedean. Descent again yields∑
γG

∆(γH , γG)Φ(γG, f) =
∑
j

∆(γH , γG)Φst(γG, f j).

In place of germ expansions we use Harish-Chandra’s limit formula [HC3, Lemma 17.5]. Again TH

is taken to be fundamental in HεH
. We write γH ∈ TH(F ) as εH expX and multiply each side of the

equation

Φst(γH , fH) =
∑
j

∆(γH , γj)Φst(γj , f j)

by ∏
(α(εH)eα(X)/2 − e−α(X)/2),



Descent for transfer factors 15

the product being over all positive roots of TH in H . We then apply the operator 6εH
=
∏′
Hα, the

product being now over positive roots in HεH
, and take limits asX −→ 0. As a first step we obtain on

the right side ∑
j

∆(εH , εj) lim6εH
(
∏′

eα(X)/2 − e−α(X)/2)Φst(γj , f j)

(see [S5] for the explicit form of ∆(γH , γj), especially the term ∆2(γH , γj), and [W, p. 371] for a similar

calculation).

We calculate this new limit by means of Harish-Chandra’s formula as in [S5, §2.9], using the results

of §37 of [HC3] to keep track of constants. The contribution of the right side is then

∑
j

∆(εH , εj)λe(Gj)f j(εj) = λ
∑
j

∆(εH , εj)e(Gj)O(εj, f),

λ being a constant depending only on HεH
. The left side contributes λOst(εH , fH), and so the lemma

is proved.

Observe that from our product formula for ∆(γH , γG) [I, §6.4] we obtain a product formula for

∆(εH , εG) as conjectured in [K2, §6.10].

2.5. Regular matching

Suppose δG is regular in G(F ), that is, that Cent(δG, G) is of minimal dimension. Let δG = εGuG

be the Jordan decomposition; both εG and uG belong to G(F ). Assume εG has image εH in H(F ).

As usual, we take HεH
quasisplit over F and then choose uH regular unipotent in HεH

(F ). Thus

δH = εHuH is regular in H(F ). We shall use descent and the regular unipotent matching of [I, §5.5] to

match integrals over the classes of δH and δG. For simplicity of notation we assumeH,Hε areL-groups

and that Cent(εH ,H), Cent(εG, G) are connected. The stable conjugacy classes of δH , δG are then the

F -points in their F̄ -classes.

Set Φst(δH , fH) =
∑

Φ(δ′H , f
H), where the sum is over representatives δ′H for conjugacy classes

in the stable conjugacy class of δH . Then descent to HεH
and Theorem 5.5.A of [I] show immediately

that

Φst(δH , fH) = lim
γH→εH

DεH
(γH)Φst(γH , fH)

so that fH → Φst(δH , fH) is a stable distribution.

At the same time we set

∆(εH , εG) = lim
γH→εH
γG→εG

∆(γH , γG)/∆ε(γH , γG),
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the limits taken as in 1.6, and

∆ε(δG) = λ(εG)∆(uG)

in the notation of [I, 5.5], with λ,∆ calculated with respect to (GεG
,HεH

). Then we define

∆(δH , δG) = ∆(εH , εG)∆ε(δG).

Suppose f and fH have ∆-matching orbital integrals. Descent and the regular-unipotent matching

also imply easily that

lim
γH→εH

DεH
(γH)

∑
γG

∆(γH , γG)Φ(γG, f) =
∑
δ′G

∆(δH , δ′G)Φ(δ′G, f),

and so we have the matching

Φst(δH , fH) =
∑
δ′G

∆(δH , δ′G)Φ(δ′G, f).

Here we have dealt with both the nonarchimedean and archimedean cases. We also see that if δH =

εHuH is regular in H(F ) and εH is not an image then

Φst(δH , fH) = 0.

Finally we remark that if f ∈ C∞
c (G(F )) is supported on the full regular set ofG(F ) then we can

find fH ∈ C∞
c (H(F )) supported on the full regular set of H(F ) with ∆-matching integrals.

2.6. Archimedean transfer

Suppose F is archimedean. If F = C we can define transfer factors for G over C or for the group

G̃ = ResC
RG over R obtained by restriction of scalars. On identifying G(C) with G̃(R) in the usual

way we see that the transfer factors for a pair (G(C),H(C)) are the same as for (G̃(R), H̃(R)) (this is

a special case of a fact used in 5.5). It is then sufficient to treat the case F = R. Again there will be no

harm in takingH to be an L-group.

For real groups a transfer factor, that we now denote ∆(R)(γH , γG), was defined in [S4] using

diagrams. It includes moreover an implicitly defined sign, (see [S4, Section 3.5]).
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Theorem 2.6.A There is a constant c such that

∆(γH , γG) = c∆(R)(γH , γG)

for all G-regular γH in H(R).

Proof. By continuity we can assume γH strongly G-regular, and because both ∆ and ∆(R) satisfy the

Local Hypothesis ([I, 4.2.B], [L2, Lemma 6.17]) we may assume that G is quasisplit over R.

For an imaginary root α we may take the χ-datum χα as the character z −→ z/|z| on C× and for

the remaining roots we take χα trivial. Then inspection of the terms in each factor shows that

∆(γH , γG) = c(TH)∆(R)(γH , γG)

where TH = Cent(γH ,H). Up to a constant independent of TH , c(TH) is either real or purely

imaginary. To show that c(TH) is in fact independent of TH , which is what the theorem asserts, we

argue as follows.

By the matching of orbital integrals for ∆(R) [S4] there is for each Schwartz function f on g(R) a

Schwartz function fH onH(R) (or an essentially Schwartz function if the embedding ξ : LH ↪→ LG is

not of unitary type [S3]) such that

Φst(γH , fH) =
∑
γG

∆(R)(γH , γG)Φ(γG, f)

for all strongly G-regular elements γH . We multiply both sides byDH(γH). The left side has a limit as

γH −→ 1 through any Cartan subgroup and the limit is independent of the choice of Cartan subgroups.

This follows from applying the Harish-Chandra jump conditions to stable orbital integrals [S1, Section

4]. The right side then has the same property. But so also does

γH −→
∑
γG

∆(γH , γG)Φ(γG, f)

by [I, Theorem 5.5.A]. Because G is quasisplit over R we can choose f such that the limit is nonzero.

Thus we get a contradiction unless c(TH) is independent of TH , and the theorem is proved.

We conclude now that for each Schwartz function f onG(R) there exists an (essentially) Schwartz

function fH onH(R) with ∆-matching orbital integrals. Then the Paley-Wiener results of [C-D] allow

us to take fH ∈ C∞
c (H(R),KH) if f ∈ C∞

c (G(R),K), with KH ,K maximal compact subgroups of

H(R), G(R) respectively and the notation indicating bi-KH -finite or bi-K-finite functions.
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Of course we have not used the Descent Theorem (1.6.A) in this proof of ∆-transfer. However

the proof of ∆(R)-transfer that we have used is based on the Harish-Chandra jump conditions and

these come from descent to centralizers of semiregular elements. Many of the arguments in [S1-S4]

for ∆(R)-transfer are essentially special cases of results needed for 1.6.A. To prove ∆-transfer directly

we may apply the results of Section 1 to verify the jump conditions of [S1] for ΦH
f . Since we still need

some of the arguments from [S2-S4] and overall the proof is not much shorter, we forgo the details.

§3. Comparison Lemmas

3.1. Reduction to quasisplit groups

Recall from 1.6 that

Θ(γH , γG; γ̄H , γ̄G) = ∆(γH , γG; γ̄H , γ̄G)/∆ε(γH , γG; γ̄H , γ̄G),

where γH , γ̄H are images of γG, γ̄G relative to (HεH
, GεG

). We consider the limit of Θ as γH , γ̄H

approach εH through fixed Cartan subgroups denoted respectively TH , T̄H , and γG, γ̄G approach εG.

Theorem 1.6.A, which we have to prove, states that this limit is 1.

Fix embeddings TH −→ T, T̄H −→ T̄ for (HεH
, G∗

ε ). Recall that we assumeG∗
ε , ψ to be quasisplit

data forGεG
. Write γ, γ̄ for the images of γH , γ̄H , as usual. If we factor Θ as we factor ∆,∆ε then only

Θ1 = ΘIII1 depends on γG, γ̄G rather than on γ, γ̄ alone. The next lemma allows us to replace G by

G∗, εG by ε and γG, γ̄G by γ, γ̄ .

Lemma 3.1.A.

Θ1(γH , γG; γ̄H , γ̄G) = 1.

Proof. We use the notation of [I, 3.4], putting a subscript ε on those objects attached to GεG
. We may

take u(σ) to be the image in G∗
sc of the element uε(σ) in (G∗

ε )sc, and h and h̄ to be the images of hε

and h̄ε. Then v(σ) and v̄(σ) are the images of vε(σ) and v̄ε(σ). The cochains vε and v̄ε have the same

coboundary and it takes values in the inverse image W (a finite group) of Z∗
sc in (G∗

ε )sc. So we have a

cocycle iwith values in

V = Tε−sc × T̄ε−sc/W,

where we use a notational principle that admits several variants: the subscript ε− sc indicates inverse

image in (G∗
ε )sc. The classes inv(γH , γG; γ̄H , γ̄G) and invε(γH , γG; γ̄H , γ̄G) are the images of the class
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of i under the homomorphisms induced by

(3.1.1)

U
↗

V
↘

Uε.

Dual to (3.1.1) we have

(3.1.2)

Û
↙

V̂
↖

Ûε.

To prove the lemma it is sufficient to show that the images of sU and sUε
in V̂ are the same.

The L-data for G∗
ε (see 1.4) provide T ∼−→ T̂ and T ∼−→ ̂̄T . We have two commutative diagrams.

V −−−−−→ U� �
Tε−ad × T̂ε−ad −−−−−→ Tad × T̄ad

Uε

Tε−ad × T̄ε−ad

....................
............................................................................................................................................................

..................
..

V

Using them we extend (3.1.2) to a commutative diagram

Û ←− T̂sc × ̂̄T sc
∼←− Tsc × Tsc

↙
V̂ ↑ ↑

↖
Ûε ←− T̂ε−sc × ̂̄T ε−sc

∼←− Tε−sc × Tε−sc.

We may write s̃ ∈ Tsc as the product of the image of s̃ε in Tε−sc with an element of the identity

componentR of the subgroup {x ∈ Tsc : α∨(x) = 1, α∨ ∈ R(Ĝε,T )}. EmbedR diagonally in Tsc×Tsc
without change in notation. Then we have just to show that the image of R in V̂ is trivial. But R is

connected and V̂ −→ T̂ε−ad × ̂̄T ε−ad has finite kernel because Tε−sc × T̄ε−sc −→ V does. Thus it is

enough to show that

R −→ V̂ −→ T̂ε−ad × T̄ε−ad
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is trivial. That, however, is immediate, and the lemma is proved.

3.2. Remarks and notation

We assume from now on that G = G∗, εG = ε, γG = γ and γ̄G = γ̄. Then Θ(γH , γ; γ̄H , γ̄) is

a quotient Θ(γH , γ)/Θ(γ̄H , γ̄). So also is each of ΘI ,ΘII ,Θ2 and ΘIV . The embeddings TH −→

T, T̄H −→ T̄ being fixed, we may delete γ and γ̄ from the notation. We may further fix Borel subgroups

BH ⊃ BεH
⊃ TH , B ⊃ Bε ⊃ T, B̄H and so on, for which TH −→ T, T̄H −→ T̄ are the attached

embeddings. There is then a canonical identification of the roots of T in G with those of T̄ . It

carries the B-positive roots to the B̄-positive ones, the (positive) roots of T in Gε to the (positive)

roots of T̄ in Gε, and the roots from H to the roots from H . Thus we use the simpler notation

R = R(G), Rε = R(Gε), Rs = R(H), and so on, for root systems. Also R(G) − R(Gε) will be

abbreviated as R(G/Gε) and R(G)− (R(Gε) ∪ R(H)) as R(G/Gε,H).

In this notation ΘIV (γH) is written as

∏
α∈R(G/Gε,H)

|α(γ) − 1|1/2,

and so
lim

γH−→εH

ΘIV (γH) =
∏

α∈R(G/Gε,H)

|α(ε) − 1|1/2

= lim
γ̄H−→εH

ΘIV (γ̄H).

Thus ΘIV contributes 1 to the limit and it remains to examine

Θ̂(γH , γ̄H) =
ΘI(γH)
ΘI(γ̄H)

· ΘII(γH)
ΘII(γ̄H)

· Θ2(γH)
Θ2(γ̄H)

.

The First Lemma of Comparison will allow us to examine ΘI(γH)/ΘI(γ̄H) and the Second to examine

Θ2(γH)/Θ2(γ̄H). For the remaining term observe for now that

lim
γH−→εH

ΘII (γH) =
∏
α

χα

(α(ε)− 1
aα

)
where the product is over representatives for the orbits in R(G/Gε,H) under the Galois action for T .

There is a similar formula for lim
γ̄H−→εH

ΘII(γ̄H) involving the ΓT̄ -orbits.

To compute ΘI we need also to fix F -splittings (B,T, {Xα}) of G and (Bε,Tε, {Yβ}) of Gε, but

then we can use B,Bε along with B,Bε to identify T, Tε with T, and again identify all roots as roots

of T. Recall that we write Γ for Gal(F̄ /F ),ΓT for {σT : σ ∈ Γ}, for {σ = σT : σ ∈ Γ} and so on. In

[I, Section 2] we identified ΓT as a subgroup of Ω(G,T)�. Now we find it convenient to work with
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Ω(G,T ) � ΓT and to identify ΓT̄ as a subgroup of Ωε � ΓT , where Ωε = Ω(Gε, T ). Thus for σ ∈ Γ we

may write σT̄ as ω × σT , where ω ∈ Ωε. We shall often write σ̄ for σT̄ and σ for σT , so that σ̄ = ω × σ.

3.3. First Lemma of Comparison

The term ∆I(γh) was defined in [I, 3.2] using a passage toGsc. We can just as well take λ = λ(T ),

which coincides with the image of λ(Tsc) inH1(T ), and pair this with the element sT ∈ π0(T̂Γ) defined

by s. Then ΘI(γH) = 〈µ̄, sT̄ 〉where µ = λλ−1
ε . Here again we use the subscript ε to indicate an object

attached to Gε. Similarly, ΘI(γ̄H) = 〈µ̄, sT̄ 〉, where µ̄ = λ̄λ̄−1
ε and the pairing is now that for H1(T̄ )

and π0(̂̄TΓ
).

Let Int h : T −→ T , Int hε : Tε −→ T be the isomorphisms provided by B, B and Bε, Bε. We now

write n(σT ) for the element n(ωT (σ)) of [I, 2.3]. Then λ is represented by hx(σT )n(σT )σ(g)−1 and λε

by hεxε(σT )nε(σT )σ(hε)−1. Thus µ is represented by

hx(σT )n(σT )σ(h)−1σ(hε)nε(σT )−1xε(σT )−1h−1
ε .

There is a similar formula for µ̄.

Set

y(σT ) = hx(σT )h−1 · hεxε(σT )−1h−1
ε =

∏
a>0

σ−1
T a<0

aα
∨

α ,

where the product is over α ∈ R(G/Gε).

On the other hand, for θ ∈ Ωε � ΓT we have n(θ) ∈ Norm(G,T ) on regarding Ωε � ΓT as a

subgroup of Ω� [I, 2.1] and nε(θ) ∈ Norm(Gε, Tε) if we regard Ωε � ΓT as a subgroup of Ωε�ε. Then

n(θ1)n(θ2) = t(θ1, θ2)n(θ1θ2)

nε(θ1)nε(θ2) = tε(θ1, θ2)nε(θ1θ2)

and if

τ(θ1, θ2) = ht(θ1, θ2)h−1hεtε(θ1, θ2)−1h−1
ε

then

τ(θ1, θ2) =
∏
a>0

θ−1
1 a<0

θ−1
2 θ−1

1 a>0

(−1)α
∨
,

with the product again over α ∈ R(G/Gε) (see [I, Lemma 2.1.A]).
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The restriction of τ to ΓT is also the coboundary of y [I, 2.2.a]. Since τ = τ−1 we can write the

more convenient:

(3.3.1) ∂y = τ−1

(see also [I, 2.3]).

For ω ∈ Ωε we define b(ω) ∈ T by

hn(ω)h−1 = b(ω)hεnε(ω)h−1
ε .

Finally, suppose µ(σ) represents the cohomology class µ. Then for ω × σ ∈ Ωε � ΓT we set

z(ω × σ) = b(ω)ω(y(σ)−1µ(σ))τ(ω, σ)−1.

Note that ω = 1 yields

µ(σ) = y(σ)z(σ), σ ∈ ΓT .

Lemma 3.3.A. (First Lemma of Comparison)

µ̄(σ̄) = ȳ(σ̄)z(σ̄), σ̄ ∈ ΓT̄ .

Proof. Write σ̄ as ω × σ. Then we calculate µ̄(σ̄) as

hx̄(σ̄)n(ωσ)σ(h−1hε)nε(ωσ)−1x̄ε(σ̄)−1h−1
ε

= ȳ(σ̄)τ(ω, σ)−1hn(ω)n(σ)σ(h−1hε)nε(σ)−1nε(ω)−1h−1
ε

= ȳ(σ̄)τ(ω, σ)−1hn(ω)h−1y(σ)−1µ(σ)hεnε(ω)−1h−1
ε

= ȳ(σ̄)τ(ω, σ)−1ω(y(σ)−1µ(σ))b(ω)

= ȳ(σ̄)z(σ̄),

and the lemma is proved.

Most of the time we will assume a condition that is satisfied, for example, if TH is maximally split

in HεH
. It is:

(3.3.2)

ΓT̄ ⊆ Ω0 � ΓG, where Ω0 is the Weyl group

for a root system R0 ⊆ R(HεH
)

that has a base Σ0 stable under ΓT .

The assumption will be harmless because of the transitivity property in Lemma 4.1.A of [I].
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Lemma 3.3.B. Given (3.3.2) we may choose the cocycle µ(σ) representing µ such that

ω(µ(σ)) = µ(σ), ω ∈ Ω0, σ ∈ ΓT .

Proof. Multiplying h or hε by an appropriate element of T replaces µ(σ) by an arbitrary element in its

class. So we need only verify that the class of µ lies in the image ofH1(TΩ0) −→ H1(T ), where TΩ0 is

the centralizer of Ω0 in T . If Σ0 = {α1, · · · , αr} then t −→ (α1(t), · · · , αr(t)) yields an exact sequence

1 −→ TΩ0 −→ T −→ S −→ 1 with S an induced torus. SinceH1(S) = 1, the lemma follows.

We suppose now that µ(σ) is fixed by Ω0, inflate it to Ω0 � ΓT and then restrict to ΓT̄ . Suppose

the cocycle so obtained is ν. Then

ν(σ̄) = µ(σ), σ ∈ Γ.

Lemma 3.3.C. Given (3.3.2) we have

〈µ, sT 〉 = 〈ν, sT̄ 〉.

Proof. We identify T̄ as T with Galois action ΓT̄ and thus T × T̄ as T × T with action ΓT×T̄ . The

element sT̄ of π0(̂̄TΓ) is then identified with sT and so we drop subscripts.

Working in T × T̄ we have

〈µ, sT 〉/〈ν, sT̄ 〉 = 〈(µ, ν), (s, s−1)〉.

If we define the F -torus A by

X∗(A) = {(λ1, λ2) ∈ X∗(T × T̄ ) : λ1 − λ2 ∈ 〈Σ∨
0 〉},

with Galois action induced by ΓT×T̄ then we have Galois homomorphisms

A −→ T × T̄ , T̂ × ̂̄T −→ Â.

Since the image of (s, s−1) under the map induced by T̂ × ̂̄T −→ Â is trivial we have only to show

that (µ, ν) lies in the image of H1(A) −→ H1(T × T̂ ). The diagonal embedding of T in T × T̄ factors

through A but the induced homomorphism T −→ A is not defined over F . However, by (3.3.2), if we

restrict to TΩ0 then we do get a map over F . Since µ takes values in TΩ0 and has image (µ, ν) under

H1(TΩ0) −→ H1(A) −→ H1(T × T̄ ) the lemma is proved.

Finally, continuing to assume (3.3.2), we set

v(ω × σ) = τ(ω, σ)ω(y(σ))b(ω)−1ȳ(σ̄)−1.

Then v is a 1-cocycle of ΓT̄ in T̄ = T . By the Lemma of Comparison it coincides with νµ̄−1 and we

conclude:
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Lemma 3.3.D. Under the condition (3.3.2) we have

ΘI(γH)/ΘI(γ̄H) = 〈v, sT̄ 〉.

3.4. The Second Lemma of Comparison

The term ∆2(γH) was defined in [I, 3.5] using the construction of [I, 2.6]. For once and for

all, we assume H is an L-group, as we may without loss of generality. The choices of 3.2 provide

T̂ −→ T , T̂H −→ T . As in [I, 2.6] we extend these to LT ↪→ LG,LTH ↪→ LH by defining

m(w) = r(w)n(σ)× w,

ms(w) = rs(w)ns(σ)× w.

Here w −→ σ under W −→ Γ, r and n(σ) denote rp and n(wT (σ)) of [I, 2.6], and we indicate objects

attached to H by the subscript s. For T̄ , T̄H we have similarly m̄ and m̄s. Then if ξ : LH ↪→ LG is the

embedding provided by our endoscopic data we have

ξ(ms(w)) = a(w)m(w)

ξ(m̄s(w)) = ā(w)m̄(w).

On transporting a, ā to T̂ , ̂̄T we obtain a ∈ H1(W, T̂ ) and ā ∈ H1(W, ̂̄T ). By definition,

Θ2(γH , γ̄H) = ∆2(γH)/∆2(γ̄H)

= 〈a, γ〉〈ā, γ̄〉−1.

The definition of the cochain r appears in [I, 2.5]. Set

c(w) = r(w)rs(w)−1, c̄(w) = r̄(w)r̄s(w)−1.

The coboundaries of the cochains n, ns defined on Ω(H) � ΓT are denoted t, ts (see [I, 2.1]). Set

τ̂ = tt−1
s . Finally for ω ∈ Ω(H) we define b̂(ω) ∈ T by

n(ω) = b̂(ω)ns(ω), ω ∈ Ω(H).

We will freely transport objects among T , T̂ and ̂̄T without change in notation.
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Lemma 3.4.A. (Second Lemma of Comparison). Let w ∈W map to σ ∈ ΓT and to ω× σ ∈ ΓT̄ .

Then

ā(w)−1 = c̄(w)b̂(ω)ω(c(w)−1a(w)−1)τ̂(ω, σ)−1.

Proof.
m̄(w) = r̄(w)n(ωσ)× w

= r̄(w)t(ω, σ)−1n(ω)n(σ)× w

= r̄(w)t(ω, σ)−1b̂(ω)ns(ω)r(w)−1m(w)

= r̄(w)t(ω, σ)−1b̂(ω)ω(r(w)−1a(w)−1)ns(ω)ξ(ms(w))

and
ξ(m̄s(w)) = r̄s(w)ts(ω, σ)−1ns(ω)ns(σ)

= r̄s(w)ts(ω, σ)−1ω(rs(w))ns(ω)ξ(ms(w))

so that

ā(w)−1 = c̄(w)τ̂(ω, σ)−1b̂(ω)ω(c(w)−1a(w)−1),

and the lemma is proved.

Let

z1(ω,w) = b̂(ω)ω(c(w)−1a(w)−1)τ̂(ω, σ)−1.

Then

a(w)−1 = c(w)z1(1, w),

and

ā(w)−1 = c̄(w)z1(ω,w).

Note the similarity to the First Lemma. The Second Lemma will be applied a little differently however.

We shall give an example of the technique in the next section.

Note that t −→ ω(t)t−1 lifts to a homomorphism αω : T̂ −→ T̂sc. Here, as elsewhere, T̂sc denotes

the inverse image of T̂ in the simply-connected covering Ĝsc of the derived group of Ĝ. Thus if we

multiply z1(ω,w) by a(w) we obtain

ẑ(ω,w) = b̂(ω)ω(c(w)−1)τ̂(ω, σ)−1ω(a(w))−1a(w)

in the image of T̂sc in T̂ . More precisely, b̂, c, τ̂ may be constructed in Ĝsc. Then

ẑsc(ω,w) = b̂(ω)ω(c(w)−1)τ̂(ω, σ)−1αω(a(w)−1)
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has image ẑ(ω,w) under Ĝsc −→ Ĝ.

To calculate Θ2 we also need ∆ε
2 which is attached to (Gε,HεH

). For this we pass, if needed, to an

admissible extension H̃εH
of HεH

(recall 1.3). We then have exact sequences

1 −→ T̂ −→ ̂̃H −→ Ẑ1 −→ 1,

and

1 −→ ̂̄T −→ ̂̃̄
T −→ Ẑ1 −→ 1.

In place of aε, āε we have ãε, ˜̄aε that take values in ̂̄T , ̂̃̄T . These two cocycles have the same projection

on Ẑ1 [I, 4.4]. The Second Lemma of Comparison becomes

˜̄aε(w)−1 = c̄ε(w)z1,ε(ω,w)

and ãε(w)z1,ε(ω,w) is equal to

b̂ε(ω)ω(cε(w))−1τ̂ε(ω, σ)−1ω(ãε(w)−1)ãε(w)

which takes values in T̂ (or T̂sc or T̂ε−sc). The terms b̂ε, cε, τ̂ε are b̂, c, τ̂ for the group Gε.

3.5. An application

The following was stated in [I] as Lemma 4.4.A but not proved in general.

Lemma 3.5.A. There is a character λ on the center Z(F ) of G(F ) such that

∆(zγH , zγG) = λ(z)∆(γH , γG), z ∈ Z(F )

for all γH , γG.

This applies to arbitrary G but we reduce immediately to the quasisplit case for it is only ∆2 that

is affected by replacing γH , γG by zγH , zγG.

Proof All we need to show is that

〈(a, ā), (z, z−1)〉 = 1.

Define a torus S over F by

X∗(S) = {(λ1, λ2) ∈ X∗(T )×X∗(T̄ ) : λ1 − λ2 ∈ X∗(Tad)}.
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Here again we identify T̄ with T over F̄ and thusX∗(T̄ ) withX∗(T ). We have Galois homomorphisms

T × T̄ −→ S and Ŝ −→ T̂ × T̂ . Since (z, z−1) lies in the kernel of T (F )× T̄ (F ) −→ S(F ) it is enough

to show that (a, ā) lies in the image of H1(W, Ŝ) −→ H1(W, T̂ × ̂̄T ).
The torus Ŝ is isomorphic to T̂ × ̂̄T sc. We obtain the factor T̂ by factoring the diagonal embedding

T̂ −→ T̂ × T̂ = T̂ × ̂̄T through Ŝ; so clearly T̂ −→ Ŝ is not compatible with the Galois action. On

the other hand ̂̄T sc −→ Ŝ is obtained from X∗(T̄ad) −→ {0} ×X∗(T̄ad) ⊂ X∗(S), and so does respect

Galois action.

By the Second Lemma of Comparison the cocycle w −→ (a(w), ā(w)) with values in T̂ × ̂̄T is the

image of the cochain

w −→ (a(w), c̄(w)−1ẑsc(ω,w)−1)

with values in Ŝ = T̂ × ̂̄T sc. We have to show that this cochain is a cocycle. It may be written as

(a(w), 1)(1, c̄(w)−1)(1, ẑsc(ω,w)−1).

The coboundary of the first term is

(w1, w2) −→ (1, αω1(σ1(a(w2))))

if wi −→ ωi × σi ∈ ΓT̄ ; the coboundary of the second is (1, τ̄(w1, w2)). Note that τ̄(w1, w2) =

τ̄(σ1, σ2) = τ̂(ω1 × σ1, ω2 × σ2). Thus it remains to show that the coboundary of ẑsc is

(w1, w2) −→ τ̂(ω1 × σ1, ω2 × σ2)αω1(σ1(a(w2))).

This is Lemma 4.2.A.

§4. Analysis of b, b̂ and a reduction

4.1. Galois action

By definition,

b(ω) = hn(ω)h−1hεnε(ω)−1h−1
ε , ω ∈ Ωε,

and in the dual setting,

b̂(ω) = n(ω)ns(ω)−1, ω ∈ Ω(H) = Ω2.

We have immediately,

(4.1.1)
b(ω1)ω1(b(ω2))b(ω1ω2)−1 = τ(ω1, ω2)

b̂(ω1)ω1(b̂(ω2))b̂(ω1ω2)−1 = τ̂(ω1, ω2).
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Recall that these objects may be constructed in Gsc and Ĝsc, the simply-connected forms for G and Ĝ.

ForGε and Ĥ = Ĝs we may work in the simply-connected forms and project intoGsc or Ĝsc. This will

be the rule throughout, although in notation we may identify an element with its image in G orĜ.

To describe the effect of ΓT on b and b̂we consider the two cases together but keep in mind that in

the former we have a genuine Galois action and in the latter an algebraic action.

First define

f(ω, σ) = ht(σ, ω)t(σω, σ−1)σ(ω)(t(σ, σ−1)−1)h−1

for ω × σ ∈ Ωε � ΓT and similarly f̂(ω, σ) for ω × σ ∈ Ωs � ΓT . Then we see easily that

hn(σ)n(ω)n(σ)−1h−1 = f(ω, σ)hn(σ(ω))h−1

where n(σ) = n(σ)× σ ∈ Gsc �Γ (recall from 3.3 that we have changed slightly the notation of [I]). In

the dual case we have

(n(σ)× w)n(ω)(n(σ)× w)−1 = f̂(ω, σ)n(σ(ω))

where w −→ σ under W −→ Γ. Set e = ff−1
ε and ê = f̂ f̂−1

s . We assume (3.3.2) for the first part of

the next lemma.

Lemma 4.1.A.

(a) e(ω, σ)b(σ(ω)) = σ(ω)(y(σ))y(σ)−1σ(b(ω)) for ω × σ ∈ Ωε � ΓT ,

and

(b) ê(ω, σ)b̂(σ(ω)) = ασ(ω)(c(w)a(w))σ(b̂(ω)) for w −→ σ and ω × σ ∈ Ωs � ΓT .

Proof. This is a straightforward calculation. For (a) we suppress h, hε from the equation in order to

make the calculation more transparent. Then n(σ(ω)) = b(σ(ω))nε(σ(ω)) implies

n(σ)n(ω)n(σ)−1 = e(ω, σ)b(σ(ω))nε(σ)nε(ω)nε(σ)−1

and so it is enough to show that

n(σ)n(ω)n(σ)−1 = σ(ω)(y(σ))y(σ)−1σ(b(ω))nε(σ)nε(ω)nε(σ)−1.

But
n(σ)n(ω)n(σ)−1 = n(σ)b(ω)nε(ω)n(σ)−1

= σ(b(ω))n(σ)nε(ω)n(σ)−1,
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and all we need is that

n(σ)nε(ω)n(σ)−1 = σ(ω)(y(σ))y(σ)−1nε(σ)nε(ω)nε(σ)−1.

Suppressing h, hε we deduce from the equation

hx(σ)n(σ)σ(h)−1 = µ(σ)hεxε(σ)nε(σ)σ(hε)−1

that n(σ) acts on nε(ω) as

µ(σ)xε(σ)x(σ)−1nε(σ) = µ(σ)y(σ)−1nε(σ).

Since σ(ω) fixes µ(σ) we are done.

(b) is similar. Because ξ : LH ↪→ LG is the identity on Ĥ = Ĝs, we may write (n(σ) ×

w)n(ω)(n(σ)× w)−1 as

ê(ω, σ)b̂(σ(ω))ξ(ns(σ)× w)ns(ω)ξ(ns(σ)× w)−1.

Then all we need is

(n(σ)× w)ns(ω)(n(σ)× w)−1 = ασ(ω)(a(w)c(w))ξ(ns(σ)× w)ns(ω)ξ(ns(σ)× w)−1.

But r(w)n(σ)× w, an element of LG, acts on ns(ω) as

a(w)−1rs(w)ξ(ns(σ)× w).

Thus n(σ)× w acts as a(w)−1c(w)−1ξ(ns(σ)× w) and (b) follows.

4.2. Calculation of a coboundary

Recall the cochain ẑ on Ωs �WT :

ẑ(ω,w) = b̂(ω)ω(c(w)−1)τ̂(ω, σ)−1αω(a(w)−1).

Lemma 4.2.A. The coboundary of ẑ is

τ̂a : (ω1w1;ω2w2) −→ τ̂(ω1σ1, ω2σ2)αω1(σ1(a(w2))).

Proof. Because τ̂a is a 2-cocycle it defines an extension of Ωs �WT by T̂sc. This extension is generated

by T̂sc and elements s(η), η ∈ Ωs �WT , with

s(η)ts(η)−1 = η(t)
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and

s(η1)s(η2) = τ̂a(η1, η2)s(η1η2).

We prove the lemma by showing that

η −→ ẑ(η)−1s(η) = s1(η)

splits the extension.

Let w −→ σ ∈ ΓT . Then

s1(ωw) = b̂(ω)−1ω(c(w))τ̂(ω, σ)αω(a(w))s(ωw)

= b̂(ω)−1ω(c(w))τ̂a(ω,w)s(ωw)

= b̂(ω)−1s(ω)c(w)s(w)

= s1(ω)s1(w).

Moreover,
s1(ω1ω2) = b̂(ω1ω2)−1s(ω1ω2)

= ω1(b̂)ω2))−1b̂(ω1)−1τ̂(ω1, ω2)τ̂a(ω1, ω2)−1s(ω1)s(ω2)

= ω1(b̂(ω2))−1b̂(ω1)−1s(ω1)s(ω2)

= s1(ω1)s1(ω2).

Finally,
s1(w1w2) = c(w1w2)−1s(w1w2)

= c(w1)−1w1(c(w2))−1τ̂(w1, w2)τ̂a(w1, w2)−1s(w1)s(w2)

= s1(w1)s1(w2).

To show that

s1(ω1w1)s1(ω2w2) = s1(ω1σ1(ω2)w1w2)

and thus complete the proof of the lemma we need only verify that

(4.2.1) s1(σ(ω)) = s1(w)s1(ω)s1(w)−1.

The right side is

ẑ(w)−1σ(ẑ(ω))−1σ(ω)(ẑ(w))s(w)s(ω)s(w)−1

which equals

σ(ω)(c(w)−1)c(w)σ(b̂(ω))−1s(w)s(ω)s(w)−1
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and s(w)s(ω)s(w)−1 is s(σ(ω)) times

τ̂a(w,ω)τ̂a(wω,ω−1)σ(ω)(τ̂a(w,w−1)−1).

It follows readily from the definitions that this last product is equal to

ê(ω, σ)ασ(ω)(σ(a(w−1)))

or, since a(w) is a cocycle, to

ê(ω, σ)ασ(ω)(a(w)−1).

Thus the right side of (4.2.1) equals

σ(b̂(ω))−1ασ(ω)(c(w)a(w))−1ê(ω, σ)s(σ(ω)).

Since the left side is b̂(σ(ω))−1s(σ(ω)) we need only appeal to part (b) of Lemma 4.1.A to finish the

proof.

Recall the definition of the cochain z on Ωε � ΓT :

z(ω, σ) = b(ω)ω(y(σ)−1)τ(ω, σ)−1.

A similar, but simpler, argument establishes the next lemma.

Lemma 4.2.B. z has coboundary τ .

4.3. Explicit form

In the setting of [I, 2.1] suppose that β is a positive root. Let β = νβ0 where ν ∈ Ω and β0 is

simple. Write ω0 for ωβ0 .

Lemma 4.3.A.

n(ωβ) = δν(β)n(ν)n(ω0)n(ν)−1

where

δν(β) =
∏

(−1)α
∨

and the product is over roots α for which

α > 0, ωβα < 0 and ν−1ωβα > 0.



Descent for transfer factors 32

Proof. n(ωβ) = n(νω0ν−1), and this is the product of

t(νω0, ν−1)−1t(ν, ω0)−1ωβ(t(ν, ν−1))

and n(ν)n(ω0)n(ν)−1. Moreover t(ν, ω0) = 1 since α > 0, ν−1α < 0 and ω−1
0 ν−1α > 0 implies that

ν−1α = −β0 and hence that α = −β, contradicting α, β > 0.

It remains then to show that

δν(β) = t(νω0, ν−1)−1ωβ(t(ν, ν−1)).

The right side is
∏

(−1)α
∨

, the product being taken over those α for which α > 0, ν−1ωβα <

0, ωβα > 0 and those for which ωβα > 0, ν−1ωβα < 0. This coincides with the product over

α < 0, ν−1ωβα < 0, ωβα > 0 and thus with δν(β); so the lemma is proved.

Let Rβ = {α ∈ R : α > 0, ωβα < 0, α �= β}. Then a root α lies in Rβ if and only if −ωβα does

and then the two elements are distinct. We can therefore choose a subset R+
β of Rβ such that Rβ is the

disjoint union of R+
β and −ωβ(R+

β ). Then

δG(β) =
∏

α∈R+
β

(−1)α
∨

is well determined up to a factor (±1)β
∨

because −ωβα∨ = −α∨ + 〈α∨, β〉β∨. Notice that we may

take R+
β = {α ∈ Rβ : ν−1ωβα > 0} since ν−1ωβ(−ωβα) = −ν−1α and ν−1ωβα = ωβ0(ν

−1α) have

opposite signs. Thus

(4.3.1) n(ωβ) = δG(β)(±1)β
∨
n(ν)n(ω0)n(ν)−1.

Clearly this also holds when β is negative.

We return to the setting of 4.1, working in Gsc and Ĝsc. Since (3.3.2) is in force, there exists

R0 ⊂ R(HεH
) with ΓT -stable base Σ0. Then ΓT̄ ⊆ Ω0 �ΓT , Ω0 being the Weyl group generated by Σ0.

We are interested in b(ω), b̂(ω) for ω ∈ Ω0. By (4.1.1) we need only consider b(ωβ), b̂(ωβ) with β ∈ Σ0.

Set

δ(β) = δG(β)δGε
(β)−1

and

b̂(β) = δ
bG(β∨)δ

bH(β∨)−1.

Lemma 4.3.A
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There exist bβ ∈ F̄×, b̂β ∈ C× such that

b(ωβ) = bβ
∨

β δ(β)

and

b̂(ωβ) = b̂ββ δ̂(β).

Proof. The first relation is immediate from (4.3.1) once we recall that n(ωβ) = b(ωβ)nε(ωβ), and

note that both n = n(ν)n(ω0)n(ν)−1 and nε = nε(νε)nε(ω0,ε)nε(νε)−1 lie in the image of SL(2) in G

determined by β, so that n = αβ
∨
nε, with a ∈ F̄×. The second relation is proved in the same way.

Note that ωβ −→ bβ
∨

β has a natural extension to a 1-coboundary bω of Ω0 in Tsc as follows. Choose

t ∈ Tsc such that β(t) = bβ, β ∈ Σ0. Then clearly ω −→ tω(t)−1 has the property that ωβ −→ bβ
∨

β . It is

independent of the choice of t, provided we take t in the image of F̄× ⊗ 〈Σ∨
0〉. Define δ(ω), ω ∈ Ω0, by

b(ω) = bωδ(ω)

and the dual δ̂(ω) similarly. Note that ∂δ = τ, ∂δ̂ = τ̂ .

4.4. Root types

To prove Theorem 1.6.A we use R(H) and R(Gε) to partition the roots. The notation will be as

follows.
type(a):R(H) ∩R(Gε) = R(HεH

) = R(a)

type(b):R(H)− R(Gε) = R(H/HεH
) = R(b)

type(c):R(Gε)− R(H) = R(Gε/HεH
) = R(c)

type(d):R− (R(H) ∪R(Gε)) = R(G/H,Gε) = R(d).

This also gives a classification of the ΓT -orbits O and the ΓT̄ -orbits Ō in R. Observe that

ΘII(γH) =
∏

O⊆R(d)

χα

(
α(γ)− 1
aα

)
.

with a similar formula for ΘII(γ̄H).

In the next section we so arrange some choices that roots of type (b) or (c) contribute nothing to

ΘI(γH , γ̄H).

4.5. Analysis of ΘI ,Θ2

Recall that if

v(σ̄) = τ(ω, σ)ω(y(σ))b(ω)−1ȳ(σ̄)−1,
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where σ̄ = ω×σ, then we evaluate ΘI(γH , γ̄H ) by pairing the class of the cocycle v with sT̄ . By defini-

tion, τ(ω, σ) =
∏

(−1)α
∨

, where the product is over roots α for which α > 0, ω−1α < 0, σ−1ω−1α > 0

and α ∈ R(G/Gε). Such α are of type (b) or of type (d) and we consider the products τ(b), τ (d) over

roots of each type to define τ = τ(b)τ (d). The same can be done with y and ȳ. Then to write v as

v(b)v(d) it remains to factor b as b(b)b(d). To describe the contribution from roots of type (b) we recall

that these are the roots of H outside HεH
. But b was attached to the pair (G,Gε). Now we use the

fact that Σ0 ⊂ R(HεH
) in the assumption (3.3.2) to observe that we can attach bH to (H,HεH

) in the

same manner. From (4.3) we have bH(ω) = bHω δ
H(ω), ω ∈ Ω0, along with b(ω) = bωδ(ω). Recall that

there is some freedom of choice in δH , δ. For β ∈ Σ0 we may arrange that δH(ωβ) is the same as the

contribution δ(b)(ωβ) to δ(ωβ) from roots of type (b). Then we define δ(b)(ω) = δH(ω) for all ω ∈ Ω0

and δ(d) = δ/δ(b). Note that ∂δ(b) = τH = τ (b) and ∂δ(d) = τ (d). Set b(b)ω = bHω and b(d)ω = bω/b
(b)
ω .

Finally, b(d) = b
(d)
ω δ(d) has coboundary τ(d), while b(b) = b

(b)
ω δ(b) coincides with bH . This yields a

factoring v = v(b)v(d), and v(b), v(d) are cocycles. Thus

〈v, sT̄ 〉 = 〈v(b), sT̄ 〉〈v(d), sT̄ 〉

= 〈v(d), sT̄ 〉

because s central inH implies that

〈v(b), sT̄ 〉 = 〈vH , sT̄ 〉 = 1.

Observe that if there are no roots of type (d) then v(d) is trivial and ΘI(γH , γ̄H) = 1.

We shall use a similar but dual argument for Θ2. Here we have roots of types (c) and (d) to deal

with. The term ∆2(γH)/∆2(γ̄H) is obtained by pairing the cocycle

(a(w), ā(w)) = (a(w), a(w)c̄(w)−1b̂(ω)−1τ̂ (ω, σ)ω(c(w))αω(a(w)))

= (a(w), a(w)c̄(w)−1ẑ(ω,w)−1),

ofW in T̂ × ̂̄T with the element (γ, γ̄−1 of T (F )× T̄ (F ). We may thicken T̂ to ̂̃T as at the end of Section

3.4 in order to compare directly with ∆2,ε(γH)/∆2,ε(γ̄H). In notation we will not distinguish between

T and T̃ , or T̄ and ˜̄T . Thus for Θ2(γH)/Θ2(γ̄H) we have to pair the cocycle

(a(w), ā(w))(aε(w), āε(w)−1) = (a(w)aε(w)−1, ā(w)āε(w)−1)

with (γ, γ̄−1).
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Now b̂ is attached to (G,H). Similarly we have b̂ε attached to (Gε,HεH
). Factor b̂(ω) as

b̂(c)(ω)b̂(d)(ω) = b̂ε(ω)b̂(d)(ω), as we did b(ω). The factoring of c̄, τ̂ and c is immediate, again as

before. Set a(c)(w) = aε(w) and a(d)(w) = a(w)/aε(w). Then clearly ā(w) factors as ā(c)(w)ā(d)(w)

where ā(c)(w) = āε(w) and Θ2(γH , γ̄H) equals

〈(a(d)(w), ā(d)(w)), (γ, γ̄−1)〉,

or, more explicitly,

〈(a(d)(w), a(d)(w)c̄(d)(w)−1ẑ(d)(ω,w)), (γ, γ̄−1)〉,

with

ẑ(d)(ω,w) = b̂(d)(ω)τ̂ (d)(ω, σ)−1ω(c(d)(w)−1)αω(a(d)(w)−1).

Observe that in the case that there are no roots of type (d) our proof of Theorem 1.6.A is complete.

§5. Final Reductions

5.1. Introduction

To complete the proof of Theorem 1.6.A we have to show that

Θ(d)
I (γH ; γ̄H) = 〈v(d), sT̄ 〉

and

Θ(d)
2 (γH ; γ̄H) = 〈(a(d)(w), ā(d)(w)), (γ, γ̄−1)〉

satisfy

5.1. The limit as γH , γ̄H approach εH of

Θ(d)
I (γH ; γ̄H)Θ(d)

2 (γH ; γ̄H)

is equal to ∏
O∈ Orb(d)

χα

(
aα

α(ε) − 1

) ∏
Ō∈Orb

(d)

χᾱ

(
ᾱ(ε)− 1
aᾱ

)
.

Here Orb(d) denotes the collection of orbits in R(d), and Orb
(d)

has a similar meaning. It is

moreover understood that α is a representative of O, and α of O. In addition, for an asymmetric orbit

O we may choose, when convenient, the χ-data and the a-data trivial, but then aα = −1 for α ∈ −O.

We propose to verify (5.1.1) in part by induction on the dimension of Gder.
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Suppose R0 satisfies the condition (3.3.2). For example, R0 could be R(Hε) itself. We choose µ

so that the condition of Lemma 3.3.B is satisfied. Suppose moreover that R0 ⊆ R1 ⊆ R, where R1 is

also ΓT -invariant. Then the dual system R∨
1 may be taken as {α∨ : α ∈ R1}, and we may construct

a quasi-split group G1 containing Cartan subgroups identical to T and T̄ (and identified with them),

and with R1 as its root system. The group G1 need not be isomorphic to a subgroup of G but it will

have an endoscopic group attached to sT in T̂ or to s̄T in ̂̄T . Denote this endoscopic group by H1. The

groups T and T̄ have images in H1.

Let ΣT = Z2 × ΓT . Taking the non-trivial element of Z2 to act as −1 we obtain an action of ΣT

and of Ω0 ×ΣT on R and on R∼1 = R−R1. Let Λ be a set on which ΣT acts, and denote the image of

λ ∈ Λ under the non-trivial element of Z2 by −λ. Suppose that −λ is never equal to λ. Finally, extend

the action on Λ to Ω0 × ΣT by letting Ω0 act trivially.

The critical lemma for the reduction is the following.

Lemma 5.1.A. If there is a mapping from R∼1 to Λ compatible with the action of Ω0 × ΓT then

Assertion 5.1.1 is true with respect to G,T, T̄ , ε if it is true with respect to G1, T, T̄ , ε.

Before proving this lemma it is as well to remind ourselves what it means. We have endoscopic

data for four groups G,Gε, G1, Gε,1 all of which share tori T, T̄ . However the factors ∆2 are defined

on covering groups T, T̄ , Tε, T̄ε, T1, T̄1, Tε,1, T̄ε,1 defined by central extensions of the four groups. For

G itself we have of course made the necessary extensions at the very beginning, so that for G the tori

T, T̄ are covered by themselves. We must also choose ε̃ in Tε, mapping to ε and therefore common to

T̄ε, as well as ε1 ∈ T1 ∩ T̄1, ε̃1 ∈ Tε,1 ∩ T̄ε,1 with similar properties. Thus the Assertion 5.1.1 is to be

understood as applying not literally to G1,ε but to the covering group of G1 and to ε1 in it. Of course,

only the limit of Θ2 could possibly be affected by the various choices, and it is not.

5.2. Beginning of the proof of critical lemma

We may as well assume that the mapping from R∼1 −→ Λ is surjective. Observe that the

classification of roots in R1 into types is the same in R1 as in R. The choise of a-data and χ-data

remains at our disposal.

It is clear that, copying the definitions of §2.1 and §2.5 of [I], we may define fields Fλ, F±λ, λ ∈ Λ,

and, associated to Λ, collections of a-data, {aλ}, and χ-data, {χλ}. Since the mapping from R∼1 is

compatible with the actions of ΓT and ΓT̄ we choose aα = aᾱ = aλ and χα = χλ ◦ NmFα/Fλ
, χᾱ =

χλ ◦NmFᾱ/Fλ
if α −→ λ. Inside R1 we choose the same a-data and χ-data for G as for G1.
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If Orb(d)∼1,Orb
(d)

∼1 denote the orbits outside R1 it is easy to show that with these choices of a-data

and of χ-data the second expression in (5.1.1) divided by the analogous expression for G1 is equal to

(5.2.1)
∏

O∈ Orb(d)
∼1

χα

(
aα

α(ε) − 1

) ∏
O∈Orb

(d)
∼1

χα

(
α(ε)− 1
aα

)
.

To prove Lemma 5.1.A we show that these same choices lead to

(5.2.2) Θ(d)
I (γH , γ̄H) = Θ(d)

I (γH , γ̄H )1,

(5.2.3) limΘ(d)
2 (γH , γ̄H) = limΘ(d)

2 (γH , γ̄H)1.

The subscript 1 on the right indicates that we are calculating with respect to G1.

If Γα,Γλ consist of the elements in the Galois group ΓT fixing α, λ respectively, then

χα

(
aα

α(ε)− 1

)
= χλ

 ∏
Γλ/Γα

aλ
σα(ε) − 1

 .
Thus the first product on the left side of (5.2.1) is the product over a set of representatives for the orbits

of the image of R∼1 in Λ of

χλ

( ∏
α−→λ

aλ
α(ε) − 1

)
.

The same calculation barred yields the identical result, so that (5.2.1) is 1.

The left side of (5.2.2) is obtained by pairing the cocycle v(d) with sT̄ . We shall factor v(d) as v(d)1 ,

the cocycle attached to G1, times v(d)∼1 and then show that v(d)∼1 is a coboundary. The relation (5.2.2)

follows immediately.

Since v(d) is a product,

v(d)(σ) = τ (d)(ω, σ)ω(y(d)(σ))b(d)(ω)−1ȳ(d)(σ)−1,

we easily factor it by factoring each term. The first two and the last are given as products over the roots

in R(d), which we may decompose as products over R(d)
1 and R(d) − R(d)

1 = R
(d)
∼1 . Finally we define

b
(d)
∼1(ω) by the equation

b(d)(ω) = b
(d)
1 (ω)b(d)∼1(ω).
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Since R1 and R∼1 are invariant under Ω0, we may define

y
(d)
∼1(ωσ) =

∏
α>0

α∈R∼1
ω−1σ−1α<0

aα
∨

α

on all of Ω0 × ΓT . The a-data have been so chosen that y(d)∼1 is obtained by restricting y(d)∼1 to ΓT̄ .

Moreover, it follows from Lemma 2.2.A of [I] that the coboundary of y(d)∼1 is the inverse of τ (d)∼1 . Thus

τ
(d)
∼1 (ω, σ) = y

(d)
∼1(ω)

−1ω(y(d)∼1(σ))
−1y

(d)
∼1(ωσ)

and (5.2.2) is a consequence of the next lemma.

Lemma 5.2.A. We may so choose b(d)(ω) and b(d)1 (ω) that

b
(d)
∼1(ω) = y

(d)
∼1(ω)

−1.

In addition to b(d)1 , we may define b(b)1 and b1, and then b(b)∼1, b∼1. Moreover

b∼1(ω) = b
(b)
∼1(ω)b

(d)
∼1(ω).

Lemma 5.2.A will follow from the next lemma, applied first to the pair G,G1 and then to the pair

H,H1, the group H1 being defined by R1 ∩R(H).

Lemma 5.2.B. We may so choose b(ω) and b1(ω) that

b∼1(ω) = y∼1(ω)−1.

Proof. Both side of this equation have the same coboundary, so that it is sufficient to verify that it can

be satisfied for ω = ωβ, β ∈ Σ0. Recall from Lemma 4.3.A that

(5.2.4) b(ωβ) = bβ
∨

β δ(β).

A similar equation is valid in G1:

(5.2.5) b1(ωβ) = bβ
∨

1,βδ1(β).

The factors δ(β) and δ1(β) are defined by sets R+
β and R+

1,β . We may suppose that R+
β ∩ R1 = R+

1,β .

To define R+
β ∩ (R∼1) = R+

∼1,β choose a set Λ+ of representatives for the orbits of Z2 in Λ and agree

that α ∈ R+
β ∩ (R∼1) if and only if α −→ λ ∈ Λ+. Observe that if α −→ λ then −ωβα −→ −λ.
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From (5.2.4) and (5.2.5) we obtain a factorization

b∼1(ωβ) = bβ
∨

∼1,βδ∼1(β)

with

δ∼1(β) =
∏

α∈R+
∼1,β

(−1)α
∨
.

The expression on the right in Lemma 5.2.B is

(5.2.6)
∏

α∈R∼1
α>0,ω−1α<0

a−α∨
α ,

when ω = ωβ . Putting α and −ωα together, and noting that

aα
∨

α a−ωα∨
−ωα = αα

∨
α (−aα)−ωα∨

= a〈α
∨,β〉β∨

α (−1)ωα
∨
,

(−1)ωα
∨
= (−1)α

∨
(−1)〈α

∨,β〉β∨
,

we see that (5.2.6) is equal to

δ∼1(β)
∏

α∈R+
∼1,β

α>0,ω−1α<0

a
−〈α∨,β〉β∨
−α .

To show that

(5.2.7)
∏

α∈R+
∼1,β

α>0,ω−1α<0

a
−〈α∨,β〉
−α

is a possible choice for b∼1,β we apply the next lemma. To state it, set

e∼1(ω, σ) = e(ω, σ)e1(ω, σ)−1

with

e(ω, σ) = τ(σ, ω)τ(σω, σ−1)σ(ω)(τ(σ, σ−1))−1

as in (4.1).
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Lemma 5.2.C. Suppose that for each β ∈ Σ0 we are given c(β) ∈ F̄×. We may choose b∼1,β = c(β)

for all β if and only if the following equations are valid for all σ ∈ ΓT :

σ(c(β))σβ
∨
σ(δ∼1(β)) = y∼1(σ)σ(ω)(y∼1(σ)−1)e∼1(ω, σ)c(σβ)σβ

∨
δ∼1(σβ).

If we define c(β) by (5.2.7) this equation is simply

σ(y∼1(ωβ)−1) = y∼1(σ)σ(ωβ)(y∼1(σ)−1)e∼1(ωβ, σ)y∼1(ωσβ)−1,

for in the lemma ω is ωβ . This equation is better written as

e∼1(ωβ, σ) = y∼1(σ)−1σ(y∼1(ωβ))−1y∼1(σ(ωβ))σ(ωβ)(y∼1(σ)).

Inserting the factors of

y∼1(σωβ)y∼1(σωβ)−1σ(ωβ)(y∼1(σ−1))−1σ(ωβ)(σ(y∼1(σ−1))) = 1

at suitable places and recalling that the boundary of y∼1 is τ−1
∼1 we transform the equation to

e∼1(ωβ, σ) = τ∼1(σ, ωβ)τ∼1(σωβ, σ−1(σ(ωβ)(τ∼1(σ, σ−1))−1

which is true by definition.

Lemma 5.2.C is verified by applying the definitions and the following lemma forG1 as well as for

G.

Lemma 5.2.D. Suppose that for each β ∈ Σ0 we are given c(β) ⊂ F̄×. We may choose bβ = c(β)

for all β if and only if the following equations are valid for all σ ∈ ΓT :

σ(c(β))σβ
∨
σ(δ(β)) = y(σ)σ(ω)(y(σ)−1)e(ω, σ)c(σβ)σβ

∨
δ(σβ).

Proof. The necessity, namely the equation

σ(b(ω)) = y(σ)σ(ω)(y(σ)−1)e(ω, σ)b(σ(ω)),

is the first part of Lemma 4.1.A.

To prove the sufficiency we observe that what the conditions of the lemma determine are the

quotients (σ(c(β))c(σβ)−1)〈λ,β
∨〉, where λ is any weight. Thus it permits multiplication of any given

collection by a collection {d(β)} satisfying

(σ(d(β))d(σβ)−1)σβ
∨
= 1.
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On the other hand, we do not destroy the condition of Lemma 3.3.B if we multiply h by an element t

such that β(tσ(t−1))β
∨
= 1 for all β ∈ Σ0. Replacing β by σβ, we rewrite this condition as

σβ(t)σβ
∨
= σ(β(t))σβ

∨ ∀β ∈ Σ0.

Since the change in h replaces b(ωβ) by β(t)b(ωβ) the equality (5.2.2) is proved.

5.3. The term Θ(d)
2 .

The relation (5.2.3) causes the most difficulty. For the calculations we must pass explicitly to a

z-extension G′
1 of G1. The associated quantities will be denoted with a prime. All tori T̂ , ̂̄T , T̂H =

T̂s,
̂̄TH = ̂̄T s, as well as T̄1, ̂̄T 1, T̂s,1,

̂̄T s,1 were identified. Thus we have embeddings T̂ ↪→ T̂ ′
1, T̂s ↪→ T̂ ′

s,1

and so on. We transfer cocycles with values on one group to another group in which it is imbedded

without change in notation. Suppose ε′ in T ′ maps to ε. The left side of (5.2.3) is obtained by

pairing (a(w)aε(w)−1, ā(w)āε(w)−1) with (ε, ε−1) or, passing to T̂ ′, with (ε′, ε
′−1). The right side

is obtained by pairing (a1(w)aε,1(w)−1, ā1(w)āε,1(w)−1) with (ε′, ε
′−1). Thus it suffices to show

that (a(w)a1(w)−1, ā(w)ā1(w)−1) yields 1 upon pairing with (ε′, ε
′−1) and that (aε(w)aε,1(w)−1,

āε(w)āε,1(w)−1) also yields 1.

We shall prove the first assertion which is a statement about G and G1. The second follows from

it upon substitution of Gε for G, and Gε,1 for G1. Set a2(w) = a(w)a1(w)−1, ā2(w) = ā(w)ā1(w)−1.

We want to show that

(5.3.1) 〈(a2, ā2), (ε′, ε
′−1)〉 = 1.

Let Y be the span over Z of R0, and define a torus S by the relation

X∗(Ŝ) = {(λ, µ)|λ ∈ X∗(T̂ ′), µ ∈ X∗(̂̄T ′
), λ− µ ∈ Y }.

Notice that X∗(T̂ ′) and X∗(̂̄T ′
) are, if desired, identified, so that the locations of λ and µ are specified

only to make the Galois action clear.

The inclusion X∗(Ŝ) −→ X∗(T̂ ′)⊕X∗(̂̄T ′
) defines Ŝ −→ T̂ ′ × ̂̄T ′

and T ′ × T̄ ′ −→ S. Under the

latter, (ε′, ε
′−1) −→ 1. Thus to establish (5.3.1) it suffices to show that (a2, ā2) is the image of a cocycle

with values in Ŝ. The decomposition

X∗(Ŝ) = X∗(T̂ ′)⊕ Y : (λ, µ) ∼ (λ, λ− µ)
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yields an isomorphism Ŝ & T̂ ′ × R̂, if R̂ is defined by X∗(R̂) = Y . It is not an isomorphism of Galois

modules. Nontheless if a′2 is a cocycle with values in T̂ ′ then w −→ a′2(w) × 1 = a3(w) does take

values in Ŝ. There are two points to verify.

(5.3.2) The cocycle a′2 can be so chosen that a3 is a cocycle.

(5.3.3) It can at the same time be so chosen that the image of a3 is in the same class as (a2, ā2).

This will take some effort.

The tori T̂ , ̂̄T , T̂H = T̂ , are identified in a fixed way with T . The normalizer of T in LG projects

modulo T itself to Ω(G) � ΓT . Denote the inverse image of Ω0 � ΓT by LM . Since Ω0 is contained

in Ω(G1),Ω(M) and Ω(M1) we may define LM ′
1,

LMs,
LM ′

s,1 in the same way, the kernel of LM1 −→
Ω0 � ΓT or of LMs,1 −→ Ω0 � ΓT being T̂ ′.

The cocycles used to define a2 are defined by means of homomorphisms attached to the χ-data:

ξ : LT −→ LM ⊆ LG; ξ′1 : LT ′ −→ LM ′
1 ⊆ LG′

1;
ξs : LT −→ LMs ⊆ LGs; ξ′s,1 : LM ′

s,1 ⊆ LG′
s,1;

and to imbeddings:

η : LH ↪→ LG; η′1 : LH ′
1 ↪→ LG′

1.

The cocycle ā2 is defined in a similar manner by ξ̄, ξ̄′1, ξ̄s, ξ̄
′
s,1.

We shall construct homomorphisms

(5.3.4) ϕ : LM −→ LM ′
1, ϕs : LMs −→ LM ′

s,1

with the following properties:

(a) They are compatible with the projections to Ω0 � ΓT .

(b) Let π, π̄ be the natural homomorphisms

π : LT −→ LT ′, π̄ : LT̄ −→ LT̄ ′

defined by the imbedding T̂ ↪→ T̂ ′, ̂̄T ↪→ ̂̄T ′
. Then

ξ′1 ◦ π = ϕ ◦ ξ, ξ̄1 ◦ π̄ = ϕ ◦ ξ̄, ξ′s,1 ◦ π = ϕ ◦ ξs, ξ̄′s,1 ◦ π̄ = ϕ ◦ ξ̄s.

(c) There is a t ∈ T̂ ′ such that

ϕ ◦ η = adt ◦ η′1 ◦ ϕs,

on M̂s, the inverse image of Ω0 in LMs.
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These conditions are clarified by a diagram

LT
ξ−→ LM

ϕ−→ LM ′
1

‖ ↑η ↑η′1
LT −→

ξs

LMS −→
ϕs

LM ′
s,1

For technical reasons we need variants of ϕ,ϕs. Let T̃ be the inverse image of Ts in the simply-

connected covering G̃ of the derived group of Ĝ with the action of the Galois group defined by T .

Define
̂̃̄
T in a similar fashion with ΓT̄ replacing ΓT . Let H̃ be the connected centralizer of s in G̃, and

let G̃1 be the connected S-group associated to the group with root system R1 and Cartan subgroups

dual to T̃ . Let H̃1 be the connected centralizer of s in G̃1.

We have imbeddings

η̃ : H̃ ↪→ G̃, η̃ : H̃1 ↪→ G̃1.

Let M̃ be the inverse image of Ω0 in the normalizer of T̃ in G̃, and define M̃s, M̃1, M̃s,1 in a similar

fashion. There are obvious maps

M̃ −→ LM,M̃s −→ LMs , M̃1 −→ LM ′
1, M̃s,1 −→ LM ′

s,1.

We shall also construct

ϕ̃ : M̃ −→ M̃1, ϕ̃s : M̃s −→ M̃s,1

so that the diagrams

(5.3.5)
M̃

ϕ̃−→ M̃1

↓ ↓
LM −→

ϕ

LM ′
1

M̃s
ϕ̃s−→ M̃s,1

↓ ↓
LMs −→

ϕs

LM ′
s,1,

are commutative. Observe that LM acts on M̃,LM ′
1 on M̃1, and so on.

Moreover there will be a lifting of t to t̃ in T̃ such that

ϕ̃ ◦ η̃ = ad t̃ ◦ η̃1 ◦ ϕ̃s.

Finally, if m ∈ LM,ms ∈ LMs, m̃ ∈ M̃1, M̃s ∈ M̃s, then

(5.3.6) ϕ̃(m(m̃)) = ϕ(m)(ϕ̃(m̃)), ϕ̃s(ms(m̃s)) = ϕs(ms)(ϕ̃s(m̃s)).

Granting the constructing of ϕ,ϕs, ϕ̃, ϕ̃s we verify (5.3.2) and (5.3.3). Set

ψ1 = ϕ ◦ η, ψ2 = adt ◦ η′1 ◦ ϕs, ψ̃1 = ϕ̃ ◦ η̃, ψ̃2 = adt̃ ◦ η̃1 ◦ ϕ̃s
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and let

ψ1(m) = a′2(w)ψ2(m)

if m ∈ LMs projects to w. It is of course condition (c) that guarantees that a′2 is a function of this

projection alone. Since

a(w)ξ(m) = η ◦ ξs(m), m ∈ LT,m −→ w,

and

a1(w)ξ1(m) = η1 ◦ ξs,1(m), m ∈ LT,m −→ w,

we conclude from condition (b) that

a′2(w) = a(w)a−1
1 (w)tσ(t)−1,

if w → σ ∈ ΓT . Thus a2 and a′2 lie in the same class; so we replace a2 by a′2 in (5.3.1).

The same calculation is however, valid for ā and ā1. Thus we conclude that we may replace ā2 by

a′2 in (5.3.1). With this choice of a′2 the condition (5.3.3) is clear.

Passing to the condition (5.3.2) we first note that if ω ∈ Ω0 then the homomorphism ω − 1 takes

X∗(T̂ ′) to Y and thus defines a homomorphism αω : T̂ ′ → R̂. Under the isomorphism S̃ & T̂ ′ × R̂,

the action of σ ∈ Γ sends (t̂, 1) to (σT (t̂), αω(σT (t̂))−1) if σT̄ = ω × σT . Thus the boundary of

w → (a′2(w), 1) is

(a′2(w1), 1)(w1(a′2(w2)), αω1(σ(a
′
2)(w2)))−1(a′2(w1w2)−1, 1),

which is simply αω1(σ1(a
′
2(w2)))−1 or σ1(ασ−1

1 (ω1)
(a′2(w2))−1). Thus we have to show that for all

ω ∈ Ω0 and all w in W

(5.3.7) αω(a′2(w)) = 1.

Sinceαω1ω2(t̂) = ω1◦αω2(t̂)ω1(t̂) it suffices to verify this forω = ωβ, β ∈ Σ0. Then if R̂β is defined

by X∗(R̂β) = Zβ, the homomorphism obviously factors through T̂ ′ → T̂ → R̂β . Since Zβ ⊆ X∗(T̂ ),

there is a homomorphism λβ : R̂β → T̂ . If it were injective we could verify (5.3.7) by establishing the

relation

ω(a′2(w)) = a′2(w),

for the composition λβ ◦ αω takes t̃ to ω(t̃)t̃−1.
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Unfortunately the homomorphism λβ is not always injective. If, however, we replace T̂ by T̃ then

it becomes so. Of course a′2(w) is not defined in T̃ , but let ã′2(w) lie in T̃ and have an image in T̃ , that

is congruent to a′2(w) modulo the center of G̃′
1. Then αω(a′2(w)) is the image of αω(ã′2(w)) and

αω(ã′2(w)) = ω(ã′2(w))ã
′
2(w)

−1.

Choosem ∈Ms mapping to σ−1(ω), where w → σ ∈ ΓT . Then

ψ1(w)(ψ̃1(m)) = ψ̃1(w(m)) = ψ̃2(w(m)).

On the other hand,
ψ1(w)(ψ̃1(m)) = ã′2(w)(ψ2(w)(ψ̃2(m)))ã′2(w)

−1

= ã′2(w)ψ̃2(w(m))ã′2(w)
−1.

We conclude that

1 = ã′2(w)ψ̃2(w(m))ã′(w)−1ψ̃2(w(m))−1 = ã′2(w)ω(ã
′
2(w))

−1.

5.4. Construction of ϕ and ϕs

We begin with a general system R, as in §2 of [I], and assume further that we have a surjective

mapR → Λ, Λ having the properties of (5.1). We suppose that χ-data are given on Λ and that if α→ λ

then χα = χλ ◦NmFα/Fλ
.

Let p be a given gauge on R. On Λ we can construct a gauge pΛ by choosing in each orbit a

representative λ, as well as coset representatives σ1, · · · , σr for Λ±/Γ and then defining pΛ(σ−1
i λ) to

be 1. Define, in the notation of §2.5 of [I], rpΛ by

rpΛ(w) =
n∏
i=1

χλ(v0(ui(w)))λ
′
i ,

where

λ′i =
∑
α→λi

α, λi = σ−1
i λ.

Set p′(α) = pΛ(λ(α)), and define a gauge p′0 onR in the same way as pΛ was defined on Λ.
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Lemma 5.4.A. The cochains w → sp/p′(w)rpΛ(w) and w → sp/p′
0
(w)rp′

0
(w) differ by a coboundary.

It follows readily from §2.5 of [I] that the quotient of those two cochains is a cocycle. It is enough

to prove this lemma when the moduleX has {α ∈ R | p′(α) = 1} as a basis over Z,R is a single orbit

under the group Σ introduced in §2.5 of [I], and for each λ ∈ Λ,

λ =
∑
α→λ

α.

To prove the lemma we have to prove that the quotient factors through a Galois group, and that if

α ∈ R then the projection on the one-parameter subgroup R̂α associated to Zα of the restriction of the

cocycle to W±α is a coboundary. Fix one α ∈ R, and let λ = λ(α).

Take the Weil group W to be WL/F where L is a large, finite, Galois extension of F . We first

observe that for x ∈ L× ⊆WL/F ,

(5.4.1) rpΛ(x) = rp′
0
(x).

The right side has been computed in §2.5[I] as

∏
σ∈Γ±a\Γ

χα(NmL
Fα
σx)σ

−1α =
∏

p′
0(β)=1

χβ

∏
Γβ

σ(x)

β

,

the equality following from the relation

χσβ(σx) = χβ(x).

Since χ−β = χ−1
β , the gauge p′0 can be relaced by p′. If α→ λ then in the same way the left side is

∏
pΛ(µ)=1

χµ

 ∏
σ∈Γµ

σ(x)

µ

which is equal to ∏
pΛ(µ)=1

∏
β→µ

χµ

 ∏
p∈Γµ\Γβ

∏
σ∈Γβ

ρσ(x)

β

or ∏
pΛ(µ)=1

∏
β→µ

χβ

 ∏
σ∈Γβ

σ(x)

β

.

Thus (5.4.1) is clear.
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Since the restrictions of sp/p′ and sp/p′
0

toW±α always have trivial projections to R̂α, it is only the

quotient rpΛ(w)rp′
0
(w)−1 that need be considered. Taking the projection of the restriction also allows

us to suppose that Λ = {±λ},Γ = Γ±λ, with pΛ(λ) = 1.

Choose v0 = 1 ∈ W±λ, and if λ is symmetric v1 = v ∈ W±λ − W+λ. If w ∈ W±λ let w =

x(w)vi, x(w) ∈W+λ. Then χ = χλ may be regarded as a character ofW+λ =WF+λ/F = W , and

rpλ
(w) = χ(x(w))λ.

Projecting on R̂α we obtain χ(x(w))λ.

Since r−p′
0
= rp′

0
, we may assume that p′0 = 1. It is convenient to consider three cases separately,

although in all of them the conclusion will be that rp′
0
(w) projects to χ(x(w))α.

(i)α asymmetric, λ asymmetric. We calculate with the notation of §2.5 of [I], noting that with our choice

of χα,

χα(ui(w)) = χ(wiww
−1
i ).

Taking, as we may, w1 = 1, so that w1′ is also 1 for w ∈ W+α = W±α, we see that the projection of

rp′
0
(w) =

∏
χ(wi′ww

−1
i )αi

on R̂α is χ(w1ww
−1
1 )α = χ(w)α.

(ii) α asymmetric, λ symmetric. Let v → τ ∈ Γ and let σ1, · · · , σr be a set of representatives for

γ+α\Γ+γ . Then {σ1, · · · , σr, σ1τ, · · · , σrτ} is a set of representatives for Γ±α\Γ. Lift σi to wi in W ,

and set x̄(w) = vx(w)v−1. We take σ1 = 1, w1 = 1. If w = x(w) then

rp′
0
(w) =

∏
i

χ(xix(w)w−1
i′ )αi

∏
i

χ(wix̄(w)w−1
j′ )τ

−1αi ,

where j′ = j′(i, w) is defined by σiσ̄ = ρi(σ̄)σj′ if x̄(w) → σ̄. If w ∈ Γ±α then the projection of the

right hand side on R̂α is χ(x(w)) because α is asymmetric. If w were x(w)v and σ the image of w in Γ

then σαwould be α and σλ would be λ. This is impossible.

(iii) α symmetric, λ symmetric. We take the representatives of Γ±α\Γ to lie in Γλ and we take v in

Γ±α\Γ+α. If w = x(w) lies in W+α then rp′
0
(w) is calculated as in (i). If w = x(w)v lies in W±α\Wα

then the projection of vp′
0

on R̂α is again χ(x(w))α.
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Returning to our special situation we choose pΛ on Λ, p′0 on R∼1, and p10 on R1. Together p10 and

p′0 define p0 on R. We have natural factorizations

sp/p0(w) = sp/p0,1(w)sp/p0,∼1(w) = sp/p1
0
(w)sp/p′

0
(w)

rp0(w) = rp0,1(w)rp0,∼1(w) = rp1
0
(w)rp′

0
(w)

rp(w) = rp,1(w)rp,∼1(w).

There are similar factorizations for the barred quantities.

Recall from §2.6 of [I] that

ξ(w) = rp(w)n(ωT (σ))× w

= sp/p0,1(w)rp0,1(w)sp/p0,∼1(w)rp0,∼1(w)n(ωT (σ))× w.

In view of the lemma, we are free to replace sp/p0,∼1rp0,∼1 by sp/p′rpΛ , obtaining a homomorphism

that we still denote by ξ,

ξ(w) = sp/p0,1(w)rp0,1(w)sp/p′(w)rpΛ(w)n(ωT (σ))× w.

We modify ξ̄(w) in the exactly the same fashion.

The homomorphism ϕ is defined on T̂ as the imbedding of T̂ into T̂ ′. To define it on all of LM ,

we must define ϕ(n(ωωT (σ)) � w), ω ∈ Ω0, w ∈ W,w → σ. Since sp/p′ is defined on all of Ω0 � ΓT

we may set

ϕ(n(ωωT (σ)) � w) = s−1
p/p′(ωσ)r−1

pΛ
(w)n1(ωωT (σ)) � w.

There are three conditions to verify in order to show that ϕ is a homomorphism. For simplicity, write

n(ωT (σ)) � w ∈ LG as n(w).

(i) ϕ(n(ω1))ϕ(n(ω2)) = t(ω1, ω2)ϕ(n(ω1ω2)), ω1, ω2 ∈ Ω0

(ii) ϕ(n(w1))ϕ(n(w2)) = t(σ1, σ2)ϕ(n(w1w2)), wi ∈ WT , wi → σi

(iii) ϕ(n(w))ϕ(n(ω))ϕ(n(w))−1 = et(ω, σ)ϕ(n(σ(ω)), ω ∈ Ω0, σ ∈ wT , w → σ.

Here

(5.4.2) et(ω, σ) = t(ω, σ)t(σω, σ−1)σ(ω)(t(σ, σ−1))−1.

The relation (i) amounts to

(5.4.3) s−1
p|p′(ω1)ω1(s−1

p|p′(ω2))t1(ω1, ω2)sp|p′(ω1ω2) = t(ω1, ω2).
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The p that occurs here is really the restriction of p on R to R∼1, and in this sense tt−1
1 = tp. Since

tp′(ω) = 1 for ω ∈ Ω0 because p′ is invariant under Ω0 the relation (5.4.3) is clear from Lemma 2.4.A of

[I].

The relation (ii) is valid for a similar reason. One has only to observe that

r−1
PΛ

(w1)σ1(r−1
pΛ

(w2))rpΛ(w1w2) = tp′(σ1, σ2).

The relation (iii) amounts to the equality of

s−1
p/p′(σ)σ(ω)(sp/p′(σ))et1(ω, σ)σ(s

−1
p/p′(ω))

and

et(ω, σ)s−1
p/p′(σ(ω)),

if et1 is defined by the analogue of (5.4.2),G1 replacing G and t1 therefore replacing t. If e∼1 is defined

as in (5.2.8), the element ωβ being replaced by ω then e∼1 = ete
−1
t1 . On the other hand, the boundary

of sp/p′ being tp/tp′ we have

s−1
p/p′(σ)σ(ω)(sp/p′(σ))σ(s−1

p/p′(ω))s−1
p/p′(σ(ω)) = e−1

tp etp′ .

Clearly

e∼1 = etp .

Moreover

tp′(ω, σ) = 1, tp′(σω, σ−1) = tp′(σ, σ−1) = σ(ω)(tp′(σ, σ−1)),

because p′ is invariant under Ω0. Thus

ete
−1
t1

= etp = e−1
tp
etp′ .

(The inelegant appeal to the fact that we are dealing with cochains of order two is entailed by an

infelicitous definition of ξ in §2.6 of [I]).

The homomorphism ϕs is defined in a similar fashion. Condition (a) is of course manifest, and

condition (b) follows easily from the definitions. To verify (c) we have to prove the existence of t ∈ T̂
such that

(5.4.4) ϕ(η(ns(ωβ))) = ad t(η1(ϕs(ns(ωβ)))), β ∈ Σ0.



Descent for transfer factors 50

Suppose we can prove the existence of t1 ∈ T̂ and for each β ∈ Σ0 of λβ ∈ C× such that

(5.4.5)
ϕ(η(ns(ωβ))) = λββ ad t1(η1(ϕs(ns(ωβ))))

= λββt1ωβ(t1)
−1η1(ϕs(ns(ωβ))).

Then we choose t2 such that β∨(t2) = λβ for all β ∈ Σ0, and (5.4.4) follows with t = t1t2.

Observe first of all that if ω = ωβ then

η(ns(ω)) = b̂−1(ω)n(ω),

so that

ϕ(η(ns(ω))) = b̂−1(ω)s−1
p/p′(ω)n1(ω).

On the other hand,

η1(ϕs(ns(ω))) = s−1
ps/p′

s
(ω)η1(ns,1(ω)) = s−1

ps/p′
s
(ω)b̂−1

1 (ω)n1(ω).

Thus the pertinent factor is

s−1
p/p′(ω)s−1

ps/p′
s
(ω)b̂−1(ω)b̂1(ω).

Since p′ is invariant under Ω0,

s−1
p/p′(ω)sps/p′

s
(ω) =

∏
a>0,ω−1α<0,p′(α)=1

α∈R−(Rs∪R1)

(−1)α,

with Rs = R(H). Observing that p′(−ω−1α) = −p′(α), we write this as

t1ω(t1)−1
∏

α∈R+−(R+
s ∪R+

1 )

(−1)α = t1ω(t1)−1δ̂(ω)δ̂−1
a (ω)

with

t1 =
∏

α∈R+−R+
s,1

p′(α)=−1

(−1)α.

Equation (5.4.5) now follows from part (b) of Lemma 4.3.A.

The coroots α that appear in the definition of sp/p′ and rpΛ are also coweights of T̃ , so that we

may interpret the expression defining them as giving functions s̃p/p′ and r̃pΛ with values in T̃ . Then ϕ̃

is defined by

ϕ̃(n(ωωT (σ))× w) = s̃−1
p/p′(ωσ)r̃−1

pΛ
(w)n1(ωωT (σ))× w,
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and even on a group containing M̃ that we could call LM̃ . That it is a homomorphism is proved in

exactly the same way as for ϕ. The homomorphism ϕ̃s is defined in a similar fashion, and the diagrams

(5.3.5) are clearly commutative. That the element t can be also lifted to t̃ so that ϕ̃ ◦ η̃ = ad t̃ ◦ η̃1 ◦ ϕ̃,

is also clear. Finally (5.3.6) is valid because we can define ϕ̃ on LM̃ and ϕ̃s on LM̃s.

5.5. Reducing the dimension of Gder

Since we are arguing by induction, we can exclude from consideration any groupGwith subgroups

G1, · · · , Gr such that dimGi
der < dimGder for all i and such that the truth of the statement (5.1.1) for

all of the Gi implies its truth for G. Since that statement is clearly invariant under z-extensions [K1]

and since any two z-extensions are covered by a common z-extension, we can immediately suppose

that Gder is simple over F , and indeed that G is obtained by restriction of scalars from a group over a

larger field. Then a simple argument that we prefer to omit allows us to assume that Gder is absolutely

simple.

There are two obvious ways of constructing a root system R1 between R0 = R(Hε) and R

invariant under ΓT and with a map to Λ satisfying the conditions of the critical Lemma 5.1.A. The first

is to take R1 = 〈α | α(ε)2 = 1〉,Λ = {α(ε)} ⊂ F̄× and the map α → α(ε). The second is to take

R1 = 〈α | α∨(s)2 = 1〉,Λ = {α∨(s)} ⊂ C× with ΓT acting trivially and the map α → α∨(s). Since

we can always use the transitivity of Lemma 4.1.A of [I] to choose T = TεH
, we can also suppose that

(3.3.2) is satisfied. Thus we are reduced to the case that α(ε) = ±1 and α∨(s) = ±1 for all α.

In general let us call (G, ε, s, T, T̄ ) primitive if

(i) the element ε is not central in G, and s is not central in Ĝ,

(ii) Gder is absolutely simple,

(iii) the set R(d) is not empty,

(iv) there is no systemR1 ⊆ R satisfying the conditions of the critical lemma, so that in particular

ε2 is central in G and s2 central in Ĝ.

We now assume that (G, ε, s, T, T̂ ) is primitive, and see what this implies, although we shall see

that the critical lemma allows us to impose even further constraints on the problem.

On p. 708 of [L2] a diagram, either a Dynkin diagram or an extended Dynkin diagram, together

with an action of the Galois group was attached to the pair (T̂ , s) (there denoted (LT0, κ)). In the

present case the diagram D∨ (there denoted D) is the union of X∨
0 ,X

∨
1 (there denoted X0,X1). The

same construction can be appliec to T, ε yielding D,X0,X1.
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Lemma 5.5.A. If (G, ε, s, T, T̄ ) is primitive then both diagrams D,D∨ are extended Dynkin dia-

grams, and X1,X
∨
1 both consist of a single simple root, whose coefficient in the expansion of the

largest root is 2.

It suffices to treat the diagramD. Then X0 is just a set of simple roots forGε. If it were a subset of a

set of simple roots forG then Gε would be the Levi factor of a parabolic subgroup ofG. This parabolic

subgroup need not be defined over F . Take R1 = R(Gε) and let λ(α) be the restriction of α to the

center of Gε. It is clear that λ(α) �= λ−1(α) for α ∈ R(G/G1). Thus α → λ(α) satisfies the condition

of Lemma 5.1.A, contradicting the assumption of primitivity.

We conclude in particular thatD is an extended diagram, and that X0 contains the negative of the

largest root α0. Let α1, · · · , α� be the simple roots. By construction every root α such that α(ε) = −1

is the sum of a single element of X1 and an integral linear combination with non-negative coefficients

of the elements of X0. If αj ∈ X1 then −αj assumes the value −1 at ε. Thus for some αk,

(5.5.1) −αj = αk +
∑
i �=j,k

ciαi − c0α0,

with ci ≥ 0, ci = 0 if αi /∈ X0. Since

(5.5.2) α0 =
�∑

i=1

biαi

with bi > 0 for all i, the equation (5.5.1) is only possible if j �= k and X1 = {αj , αk}, c0 = bj = bk = 1 or

j = k and X1 = {αj}, cbj = 2. If X1 = {αj} and bj = 1 then (5.5.2) implies that α0(ε) = −1, which is

out of the question. Thus to prove the lemma, we need only exclude the possibility that X1 = {αj , αk}.

The action ofGε on the quotient g/gε is a direct sum of distinct irreducible representations ρ. Thus

to each α ∈ R(G/Gs) we can associate the ρ = ρ(α) in which it appears. Clearly Γ acts on the set

of these ρ and σ(ρ(α)) = ρ(σα) while ρ(−α) = ρ̃, the contragredient of ρ. We extend the action of

Γ = ΓT to Σ = ΣT by demanding that the non-trivial element of Z2 ⊆ Σ send ρ to ρ̃.

We claim that

g1 = gε +
∑
ρ�ρ̃

gρ,

gρ being the space of ρ, is a subalgebra. The root system of G1 is obviously a possible R1, for we can

take Λ = {ρ | ρ & ρ̃}.
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Each ρ has a minimal weight and by the definition of X0,X1 this weight lies in X1. Let it be

αj = αj(ρ). Then gρ & gρ̃ if and only if

−αj = αj +
∑

αi∈X0

ciαi − c0α0, ci > 0.

Comparing this equation with equation (5.5.1) we see that g1 = g if X1 consists of a single element,

and that g1 = gε if it consists of two elements. We infer first that it is in both cases a subalgebra, and

then that X1 consists of a single element, that we denote αj .

The connected components of X0 decompose it into the disjoint union of connected diagrams

permuted amongst themselves by ΓT and, in the same way, ΓT̄ , for we could as well define X0,X1

starting with T̄ rather than T . The result is the same. Suppose that X0 is the disjoint union of two

non-empty subdiagrams X′
0,X

′′
0 , each invariant under ΓT and each the union of connected components

of X0 itself. We shall use the transitivity of Lemma 4.1.A of [I] and the Critical Lemma to show that

this case too may be reduced to that of a group of lower dimension, so that we may impose one further

restriction,

(v) X0 is not the disjoint union of two non-empty subdiagrams X′
0,X

′′
0 each invariant under ΓT

and each the union of connected components of X0 itself. Moreover X∨
0 satisfies the same condition.

Supposing that such a decomposition exists we let X′
0 be the subset containing the negative of the

largest root. Since X0 is the Dynkin diagram of gε this leads to a direct sum decomposition,

(5.5.3) gε = g′ ⊕ g′′.

To be definite, we put the center of gε in g′. It is pertinent to observe that gε has the same rank as g

because X1 consists of a single element. We have seen, moreover, that the representation ρ of g on g/gε

is irreducible.

The decomposition (5.5.3) implies a tensor-product decomposition ρ & ρ′ ⊗ ρ′′. Since ρ & ρ̃ we

have ρ′ & ρ̃′, ρ′′ & ρ̃′′. Moreover every element α of R(G/Gε) may be represented as α = (α′, α′′),

where (α′, α′′) are the weights of ρ′ and ρ′′.

Lemma 5.5.B (i) α′ is never zero; (ii) There is an α for which α′′ is not zero. Moreover α′′ is

zero if and only if α is a rational linear combination of roots in X′
0.

Every root of X′
0 is orthogonal to every root of X′′

0 . Thus X′
0,X

′′
0 span mutually orthogonal

subspaces ofX∗(Tder)⊗R whose sum isX∗(Tder)⊗R. The components α′, α′′ of αmay be identified
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with its components in the two summands. Thus α′′ is zero if and only if α is a (necessarily rational)

linear combination of roots in X′
0 and α′ if and only if it is a linear combination of roots in X′′

0 . Since

X′′
0 is contained in the set of roots simple with respect to a suitable order, a root that is a rational linear

combination of the elements of X′′
0 is necessarily an integral linear combination. The first assertion of

the lemma follows.

If α′′ were 0 for all α then ρ′′ would be trivial and the roots in X′′
0 orthogonal to αj and to all the

roots in X′
0. This contradicts the assumed absolute simplicity.

TakeR0 = R(Hε), and letR′
0 be the set of α ∈ R0 that are roots in g′ andR′′

0 the set of α ∈ R0 that

are roots in g′′. IfΩ′,Ω′′ are the Weyl groups of g′, g′′ then Ω0 = Ω′
0Ω

′′
0 with Ω′

0 = Ω0∩Ω′,Ω′′
0 = Ω0∩Ω′′.

In the same way Hε factors as H ′
ε ·H ′′

ε .

If

ΓT̄ = {ω(σ)σ | σ ∈ ΓT }

and if ω(σ) = ω′(σ)ω′′(σ), ω′(σ) ∈ Ω′
0, ω

′′(σ) ∈ Ω′′
0 then

ΓT ′ = {ω′(σ)σ | σ ∈ ΓT }

is a subgroup of Ω0 � ΓT and

ΓT̄ = {ω′′(σ)σ′ | σ′ ∈ ΓT ′}.

As the notation implies, ΓT ′ gives the Galois action for a group T ′ that could be substituted either

for T̄ or for T . By Lemma 4.1.A of [I] it suffices to prove Theorem 5.1.A for the pairs (T, T ′) and (T ′, T̄ ).

To deal with the pair (T, T ′) we apply the critical lemma, taking theR0 that appears there to beR′
0 and

R1 to be the union of R(Gε) and

{α ∈ R(G/Gε) | α′′ = 0}

and introducing yet a third Cartan subgroup, whose projection on H′′
ε is stably conjugate to the

projections of T or T ′, but whose projection on H′
ε is maximal split. Then λ is defined on R(G/G1) by

λ(α) = α′′. For the pair T ′, T̄ we take the R0 of the Critical Lemma to be R′′
0 . The set R1 is R(Gε) and

λ is defined on R(G/G1) by λ(α) = α′. It is again necessary to introduce a third supplementary torus

and to use transitivity.
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Lemma 5.5.C. Suppose that (G, ε, s, T, T̄ ) is primitive and that in addition the condition (v) is

satisfied. Then all roots in R(G) are of the same length.

We examine the possibilities for groups with roots of unequal length, using the appendices of [B].

(i) B�: The diagram is

◦ α1
�

◦ ◦ ◦ � � � ◦ > ◦
α3 α�−1 α��

◦ −α0

The dual diagram is

◦ > ◦ ◦ � � � ◦ ◦ < ◦
− β0 β1 β3 β�−2 β�−1 β�

and

α0 = α1 + 2α2 + . . .+ 2α�, β0 = 2β1 + . . . 2β�−1 + β�.

Condition (v) and Lemma 5.5.A imply that X1 = {α�}, that , = 2k is even, that X∨
1 = {βk} and that ΓT

acts nontrivially on the diagram. We conclude that α(ε) = 1 if α is long and that α(ε) = 1 if α is short.

On the other hand, α∨(s) = −1 only if α∨ is short, although α∨(s) can be 1 for some short roots. Since

R(d) = {α | α(ε) = −1, α∨(s) = −1},

it is empty, and groups G of type B� are excluded.

(ii) C�: By the symmetry of the conditions, groups of type C� are also excluded.

(iii) F4: The diagram is

◦ ◦ ◦ > ◦ ◦
− α0 α1 α2 α3 α4

and

α0 = 2α1 + 3α2 + 4α3 + 2α4.

Then X1 = {α4}. Thus, with the notation of Table VIII of [B], α(ε) = −1 if and only if α =
1
2(±ε1 ± ε2 ± ε3 ± ε4), and therefore, in particiular, only if α is short. By duality α∨(s) = −1 only if α

is long, so that R(d) is empty.

(iv) G2: The diagram is
◦ < ◦ ◦
α1 α2 − α0
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and

α0 = 3α1 + 2α2.

Thus X1 = {α2}. This however, is incompatible with condition (v).

§6. The Order-Two Case

6.1. Introduction

According to the last section it remains only to prove (5.1.1) under the following assumptions:

(6.1.1) α(ε) = ±1, α∨(s) = ±1, α ∈ R;

and

(6.1.2) all roots in R are the same length.

In this case the roots of type (d) are those α ∈ R for which α(ε) = −1 = α∨(s).

We begin by describing formulas for Θ(d)
1 and limΘ(d)

2 . Let T(s) be the F -torus with dual T̂(s) =̂̄T ad/{1, sT̄ } endowed with the action induced by ΓT̄ . Then dual to

1 −→ {1, sT̄ −→ ̂̄T ad −→ T̂(s) −→ 1

we have

1 −→ A −→ T(s) −→ T̄sc −→ 1

where A has order exactly two. Each of the terms in v(d), and hence also v(d) itself, can be constructed

in T̄sc. We do so without change in notation. A lifting ṽ of v(d) to a cochain in T(s)(F̄ ) will be described

in (6.2). The coboundary ∂ṽ takes values in A and so defines an element εI ofH2(Γ, A) = {±1}. Then

(6.1.3) Θ(d)
I (γH , γ̄H ) = ε1.

To check this we note that the inclusion {1, sT̄ } ↪→ ̂̄T ad yields

H−1(X∗(T̄sc)) −→ H−1(Z/2Z).

We have a commutative diagram

H1(T̄sc) −→ H2(A)
|+ |+

H−1(X∗(T̄sc)) −→ H−1(Z/2Z)
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(see [L1] or [M] and since Θ(d)
I (γH , γ̄H) is given by evaluating v(d), as an element of H−1(X∗(T̄sc)),

on s, (6.1.3) follows.

The term limΘ(d)
2 is handled similarly. Following (4.5) it is given as

〈(a(d)(w), a(d)(w)c̄(d)(w)−1ẑ(d)(ω,w)−1), (ε, ε−1)〉,

the pairing being that for H1(W, T̂ × ̂̄T ) and T (F ) × T̄ (F ). We shall move to the torus Ŝ = T̂ × ̂̄T sc

from (3.5). It has the Galois action

(6.1.4) σ̄ : (t1, t2) −→ (σ(t1), αω(σ(t1))ωσ(t2)),

where σ̄ = ω × σ. We also have T × T̄ → S over F and dually Ŝ → T̂ × ̂̄T (see (3.5) for definitions).

Recall that

w −→ (a(d)(w), c̄(d)(w)−1ẑ(d)(ω,w)−1)

is a cocycle in Ŝ with image

w −→ (a(d)(w), a(d)(w)c̄(d)(w)−1ẑ(d)(ω,w)−1)

under

H1(W, Ŝ) −→ H1(W, T̂ × ̂̄T ).
More precisely, this was shown in (3.5) for cochains without the superscript (d), but a factoring

argument as in (4.5) allows us to consider just the contributions of type (d). We may therefore compute

limΘ2(γH , γ̄H) as

〈(a(d)(w), c̄(d)(w)−1ẑ(d)(ω,w)−1), εS〉

where εS is the image of (ε, ε−1) under T (F )× T̄ (F )→ S(F ). Note that εS = (1, εad) where εad = ε−1
ad

is the image of ε under T̄ → T̄ad.

Next define a torus T(ε) over F by

1 −→ {1, εad} −→ T̄ad −→ T(ε) −→ 1.

Then we have

1 −→ B −→ T̂(ε) −→ ̂̄T −→ 1,

with B of order 2, and

1 −→ 1×B −→ T̂ × T̂(ε) −→ T̂ × ̂̄T sc −→ 1,
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or, more simply,

1 −→ B −→ T̂ × T̂(ε) −→ Ŝ −→ 1.

In T̂ × T̂(ε) the Galois action is given by (6.1.4) with αω now taking values in T̂(ε), as is possible because

the roots of Σ0 lie in X∗(T̂(ε). Dual to this is

1 −→ {1, εS} −→ S −→ T × T(ε) −→ 1.

In the next section we will define a lifting of c̄(d)(w)−1ẑ(d)(ω,w)−1 ∈ ̂̄T sc to T̂(ε) and thus a lifting of

the cocycle

u(d)(w) = (a(d)(w), c̄(d)(w)−1ẑ(d)(ω,w)−1)

to a cochain ũ(w) with values in T̂ × T̂(ε). The coboundary ∂ũ takes values in B and factors through

W → Γ. It then defines an element ε2 of H2(Γ, B) = {±1} and

(6.1.5) limΘ2(γH , γ̄H) = ε2.

This follows from the commutativity of the diagram below (see the observations at the end of Section

6.5).
H1(WF , T̂ × T̂(ε)) −→ H1(WF , Ŝ) −→ H2(Γ, B)

|+ |+ |+
(T × T(ε))(F )∗ −→ S(F )∗ −→ {1, εS}∗.

We observe that A & B & µ2 and that the homomorphism

H2(Γ, µ2) −→ H2(Γ, µ4)

is injective. This is essential in all that follows.

6.2. Liftings

Fix i = iF̄ ∈ F̄× such that i2 = −1. We write v(d)(σ̄) as ȳ(d)(σ̄)−1v∗(ω × σ), where

v∗(ω × σ) = τ (d)(ω, σ)ω(y(d)(σ))b(d)(ω)−1

with σ̄ = ω × σ, and lift term by term. First

ȳ(d)(σ̄) =
∏

Ō⊆R(d)

ȳŌ(σ̄)

where

ȳŌ(σ̄) =
∏
α∈Ō
a>0

σ̄−1a<0

aα
∨

α .
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We shall define ˜̄yŌ(σ̄) ∈ T(s) and then set ˜̄y(d)(σ̄) =
∏̄
O

˜̄yŌ(σ̄).

To fix a-data for all asymmetric orbits, choose one orbit, say Ō, from each pair±Ō and set aα = −1

for α ∈ Ō, aα = 1 for α ∈ −Ō. Define

˜̄yŌ(σ̄) =
∏
a∈Ō
a>0

σ̄−1a<0

i2α
∨

and

˜̄y−Ō(σ̄) = 1.

On the other hand, if Ō is symmetric fix α > 0 in Ō and then representatives σ1 = 1, σ2, · · · , σn
for Γ±α\Γ such that αj = σ̄−1

j α > 0 for each j. Thus Ō = {±αj : 1 ≤ j ≤ n}. Fix
√
aα ∈ F̄× and

define√aαj
= σ−1

j

√
aα. We have

ȳŌ(σ̄) =
∏
j

σ̄−1αj<0

a
α∨

j
αj .

Set

˜̄yŌ(σ̄) =
∏
j

σ̄−1aj>0

(√aαj
)2α

∨
j .

It remains to lift the terms in v∗(ω × σ). We define ỹ(d)(σ) in the same way we did ˜̄y(d)(σ̄) and

then lift ω(y(d)(σ)) as ω(ỹ(d)(σ)). The term τ (d)(ω, σ) is a product of elements (−1)α
∨

over certain α

of type (d). Lift τ (d)(ω, σ) to the corresponding product τ̃(d)(ω, σ) of elements i2α
∨

. Recall from (4.5)

that b(d)(ω) = b
(d)
ω δ(d)(ω). The factor δ(d)(ω) is a product of terms (−1)α

∨
each of which we lift to i2α

∨
.

Recall from (4.3) that b(d)ω is of the form
∏
k

x
β∨

k

k , where xk ∈ F̄×, βk ∈ Σ0. Such an element is naturally

lifted to T(s) (by the same formula) since Σ0 ⊂ X∗(T(s)).

On the dual side we have to lift the cocycle

(a(d)(w), c̄(d)(w)−1ẑ(d)(ω,w)−1) = (1, c̄(d)(w)−1)u∗(ω × w)

with
u∗(ω × w) = (a(d)(w), ẑ(d)(ω,w)−1)

= (a(d)(w), τ̂ (d)(ω, σ)ω(c(d)(w))αω(a(d)(w))b̂(d)(ω)−1).

Now i = iC will denote a square root of −1 in C. We start with c̄(d)(w), lifting it to ˜̄c(d)(w) in T̂(ε).

Then (1, c̄(w)−1) is to be lifted to (1, ˜̄c(d)(w)−1).
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The term c̄(d)(w) is a product
∏
r±Ō(w) over pairs ±Ō of orbits of type (d). We proceed term

by term in this product. If Ō is asymmetric then we take χ-data for ±Ō to be trivial. There is still a

nontrivial contribution to r±Ō , namely the term sp/q of [I, 2.4]. Here p is the gauge on ±Ō defined by

the fixed order on the roots and q is given by q(α) = 1 if and only if α ∈ Ō. Thus ([I, 2.4])

sp/q(σ) =
∏
α>0

σ̄−1α<0
α∈Ō

(−1)α

and r±Ō(w) = sp/q(σ) if w → σ under W → Γ. We define r̃±Ō(w) to be the product i2α
∨

over the

same roots.

If Ō is symmetric the contribution sp/q is trivial because we have arranged that p = q. On the

other hand, the χ-data {χα} now are nontrivial. Following [I, 2.5] we write

rŌ(w) =
n∏

j=1

χα(v0(uj(w)))αj =
n∏

j=1

s(uj(w))αj .

Fix some square root of the complex number s(uj(w)), denoting it by
√
s(uj(w)), and then set

r̃Ō(w) =
n∏

j=1

√
s(uj(w))2αj .

It remains to lift u∗(ω × w). Again we proceed term by term. We lift c(d)(w) as we did

c̄(d)(w), τ̂ (d)(ω, σ) as we did τ (d)(ω, σ), and b̂(d)(ω) as we did b(d)(ω). We shall regard αω as tak-

ing values in T̂(ε). Then

ũ∗(ω × w) = (a(d)(w), ˜̂τ (d)(ω, σ)ω(c̃(d)(w))αω(a(d)(w))
˜̂
b(d)(ω)−1).

6.3. Some coboundaries

For α of type (d) the element (−1)2α
∨

of A is nontrivial and all such elements coincide. Similarly

B = {(±1)2α; α type (d)}. We identify both A and B with µ2 = {±1}. At the same time we identify

iC and iF̄ , and then the subgroup B′ of T̂(ε) generated by {i2α : α type (d)} with the subgroup A′ of

T(s) generated by {i2α∨
: α type (d)} (recall that all roots have the same length); this of course does

not respect the action of ΓT or ΓT̄ . According to (6.1.3) and (6.1.5) we have to compute the 2-cocycle

∂ṽ∂ũ with values in µ2. This coincides with ∂ṽ/∂ũ which is more convenient for calculations. Where

needed, we inflate cocycles of Γ to W without mentioning it in notation.
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In this section we investigate the contributions to ∂ṽ/∂ũ from ṽ∗ and ũ∗. First, v∗ and ṽ∗ are well

defined on Ω0 � ΓT . From Lemma 4.2.B we have

∂v∗(ω1ρ, ω2σ) = τ (d)(ω1ρ, ω2σ)−1

and so if we lift τ(d) to τ̃ (d) by replacing each term (−1)α
∨

by i2α
∨

then we conclude that ∂ṽ∗τ̃ (d)

takes values in A = µ2. Similarly u∗ and ũ∗ are well defined on Ω0 �W and Lemma 4.2.A shows that

∂ũ∗ ˜̂τ (d) takes values in B = A = µ2. Here ω × σ ∈ Ω0 � W acts on T̂ × T̂(ε) as in (6.1.4). Hence

∂ṽ∗, ∂ũ∗ take values in B′ = A′, and ∂ṽ∗/∂ũ∗ takes values in A since ˜̂τ
(d)

is identified with τ̃(d). The

cochain ∂ṽ∗/∂ũ∗ is not in general a cocycle (since the operator ∂ in the numerator is that for the Galois

action on T(s) and the operator in the denominator is for the dual algebraic action). We calculate its

coboundary as the coboundary of ∂ṽ∗τ̃ (d)/∂ũ∗ ˜̂τ
(d)

and thus as

(ω1ρ, ω2σ, ω3τ) −→ ρτ̃ (d)(ω2σ, ω3τ)/ρ˜̂τ
(d)

(ω2σ, ω3τ)

which equals ∏
α<0,α∈R(d)

σ−1ω−1
2 α<0

τ−1ω−1
3 σ−1ω−1

2 α>0

(
ρi

i

)2α∨

.

When A is identified as µ2 this becomes

(ω1ρ, ω2σ, ω3τ) −→
(
ρi

i

)N(ω2σ,ω3τ)

,

where N(ω2σ, ω3τ) is the number of roots α appearing in the product above.

We embed µ2 in µ4 = µ4(F̄ ), the group of fourth roots of unity in F̄ . The group Ω0 �W acts on

µ4 through Γ. Fix ξ ∈ F̄× such that ξ2 = i and consider

M(ω1ρ, ω2σ) =
(
ξ

ρξ

)N(ω2σ)

,

where N(ω2σ) is the number of α of type (d) for which α > 0, σ−1ω−1
2 α < 0. The cochain M takes

values in µ4. Observing that

N(ω1σ) +N(ω2τ)−N(ω1σω2τ) = 2N(ω1σ, ω2τ)

we find that ∂M is the inverse of (6.3.1). Let θ =M∂ṽ∗/∂ũ∗. Then we have proved:
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Lemma 6.3.A.

θ is a 2-cocycle of Ω0 � ΓT with values in µ4.

Lemma 6.3.B.

θ(ω1 × ρ, ω2 × σ) = θ(ρ, σ).

Proof. Because θ is a 2-cocycle it defines an extension of Ω0 �ΓT by µ4. The extension is generated by

µ4 and elements η̂, η ∈ Ω0 � ΓT , with

η̂xη̂−1 = η(x), η̂1η̂2 = θ(η1, η2)(η1η2 )̂ .

We have to show that

(ω1ρ)̂ (ω2σ)̂ = θ(ρ, σ)(ω1ρω2σ)̂ .

For this it is sufficient to verify

ω̂1ω̂2 = (ω1ω2)̂(6.3.2)

ω̂σ̂ = (ωσ)̂(6.3.3)

and

(6.3.4) σ̂ω̂σ̂−1 = (σωσ−1 )̂ .

Moreover (6.3.4) need only be verified for ω = ωβ, β ∈ Σ0. Indeed, assume that (6.3.4) holds for ω1

and ω2. Then
σ̂(ω1ω2)̂ σ̂−1 = σ̂ω̂1ω̂2σ̂

−1

= σ̂ω̂1σ̂
−1σ̂ω̂2σ̂

−1 = (σω1σ−1)̂ (σω2σ−1)̂

= (σω1ω2σ−1 )̂

so that (6.3.4) is also valid for ω1ω2.

If all these conditions are satisfied then

(ω1ρ)̂ (ω2σ)̂ = ω̂1ρ̂ω̂2σ̂ = ρ̂(ρ−1ω1ρ)̂ ω̂2σ̂

or

ρ̂σ̂(σ−1ρ−1ω1ρω2σ)̂ = θ(ρ, σ)(ρσ)̂ ((ρσ)−1)̂ (ω1ρω2ρ−1)̂ (ρσ)̂

which is

θ(ρ, σ)(ω1ρω2σ)̂
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and the lemma follows.

The three conditions may be rewritten as

(6.3.5) θ(ω1, ω2) = 1

(6.3.6) θ(ω, σ) = 1

(6.3.7) θ(σ, ω)σ(ω)(θ(σ, σ−1))−1θ(σω, σ−1) = 1.

First observe that M(ω1, ω2) =M(ω, σ) = 1. In addition, we calculate M(σ, ω)σ(ω)(M(σ, σ−1)−1)

M(σω, σ−1) as (
ξ

σξ

)N(ω)(
ξ

σξ

)−N(σ−1) (
ξ

σξ

)N(σ−1)

=
(
ξ

σξ

)N(ω)

.

ButN(ω) is twice the number of roots of type (d) inR+
β ; so we may rewrite this expression as

(
i
σi

)[R+
β (d)]

.

Turning now to ∂ṽ∗ and ∂ũ∗, each taking values inA′, and L = ∂ṽ∗/∂ũ∗ taking values inA = µ2,

we have

L(ω1, ω2) = ∂
˜̂
b(ω1, ω2)/∂b̃(ω1, ω2) = 1

and L(ω, σ) is the quotient of

b̃(ω)−1ω(ỹ(σ))τ̃(ω, σ)−1ω(ỹ(σ))−1b̃(ω)

by
˜̂
b(ω)−1ω(c̃(w))αω(a(w))˜̂τ(ω, σ)−1ω(c̃(w))−1αω(a(w))−1˜̂b(ω),

and this is

τ̃(ω, σ)−1 ˜̂τ(ω, σ) = 1.

Here, and below, the superscript (d) has been omitted from the notation. Similarly we find

L(σω, σ−1)σ(ω)(L(σ, σ−1)) = 1,

and so it remains to compute L(σ, ω) in the case ω = ωβ, β ∈ Σ0. We obtain L(σ, ω) as the quotient of

ỹ(σ)σ(b̃(ω)−1)τ̃(σ(ω), σ)−1σ(ω)(ỹ(σ))−1b̃(σ(ω))
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by

c̃(w)σ(˜̂b(ω))−1˜̂τ(σ(ω), σ)−1σ(ω)(c̃(w)−1)˜̂b(σ(ω))α̃σ(ω)(a(w))−1.

We may cancel τ̃ and ˜̂τ and then insert ẽ(ω, σ) in the numerator and ˜̂e(ω, σ) in the deonominator. Recall

that e(ω, σ) and ê(ω, σ) were defined in (4.1). We consider only the contribution from roots of type (d)

and lift to ẽ and ˜̂e by lifting each term (−1)α
∨

or (−1)α to i2α
∨
= i2α.

We also factor b̃(ω) as b̃ω δ̃(ω) and similarly ˜̂
b(ω). This yields

L(σ, ω) = E1E2E3(Ê1Ê2Ê3)−1

where
E1 = b̃σ(ω)σ(b̃−1

ω ),

E2 = ỹ(σ)σ(ω)(ỹ(σ))−1

E3 = δ̃(σ(ω))σ(δ̃(ω))−1ẽ(ω, σ)

Ê1 = ˜̂
bσ(ω)σ(

˜̂
bω

−1)

Ê2 = c̃(w)σ(ω)(c̃(w))−1αω(a(w)−1)

and

Ê3 = ˜̂
δ(σ(ω))σ(˜̂δ(ω))−1˜̂e(ω, σ).

Recall that ω = ωβ . To simplify this expression for L(σ, ω) we need some preparation.

Lemma 6.3.C.

There exists ηβ = ±1 such that

δ(σ(ωβ))σ(δ(ωβ))−1e(ωβ, σ) = ησβ
∨

β

and

δ̂(σ(ωβ))σ(δ̂(ωβ))−1ê(ωβ, σ) = ησββ .

Proof. This is a long calculation in which we repeatedly use the fact that

(−1)α
∨
(−1)−ωσβ(α

∨) = (−1)〈α
∨,σβ〉σβ∨

.

First, e(ω, σ) = τ(σ, ω)τ(σω, σ−1)σ(ω)(τ(σ, σ−1)−1). The last two factors are respectively the product

over α > 0, ω−1σ−1α < 0, σω−1σ−1α > 0 and that over σω−1σ−1α > 0, ω−1σ−1α > 0 of (−1)α
∨

.

When multiplied together they yield the product over α < 0, ω−1σ−1α < 0, σω−1σ−1α > 0. The first
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factor is the product over α > 0, σ−1α < 0, ω−1σ−1α > 0 of (−1)α
∨

. For e(ω, σ) we then have the

products over

(1) α > 0, ω−1σ−1α > 0, σ−1α > 0, σω−1σ−1α < 0

and

(2) α > 0, ω−1σ−1α > 0, σ−1α < 0, σω−1σ−1α > 0

of (−1)α
∨

.

The contributions of σ(δ(ωβ)), δ(σ(ωβ)) to the left side of the first equation are the products over,

respectively,

(3) σ−1α > 0, ω−1σ−1α < 0, σ−1α ∈ R+
β

and

(4) α > 0, σω−1σ−1α < 0, α ∈ R+
β

of the same term. Here ω = ωβ . The left side of the second equation is an exactly analogous product,

roots replacing coroots in the exponents.

Consider the contribution of {±α,±α′}, where α′ = −σω−1σ−1α. If α and α′ have opposite

signs then these can be contributions only to (2) and (3). Taking α > 0 and supposing that ω−1σ−1α

and σ−1α have opposite signs, we see immediately that these contributions are:

σ−1α > 0, σ−1α ∈ R+
β : (−1)−α

′∨
(−1)α

∨
;

σ−1α > 0, σ−1α /∈ R+
β : (−1)−α

′∨
(−1)α

′∨
;

σ−1α < 0,−σ−1α ∈ R+
β : (−1)α

′∨
(−1)−α∨

;

σ−1α < 0,−σ−1α /∈ R+
β : (−1)α

∨
(−1)−α

′∨
.

Thus we are done with the case of opposite signs. Observe that explicit calculations were not really

necessary. It suffices to observe that the contribution to each of (2) and (3) is (−1)γ
∨
, γ ∈ {±α,±α′}.

If α,α′ have the same sign, then {±α,±α′} can contribute to (1), (3) or (4). There must be a

contribution from exactly one root to (4). There is a contribution from at most one root to (3). It occurs

if and only if there is no contribution to (1). Because we may identify each root with its coroot the same

argument applies on the dual side to yield the second equation. The lemma is thus proved.



Descent for transfer factors 66

We now recall the equations in Lemma 4.1.A. The first,

e(ω, σ)b(σ(ω)) = σ(ω)(y(σ))y(σ)−1σ(b(ω)),

is an equation in Gsc. It may be written as

bσ(ω)σ(b−1
ω )y(σ)σ(ω)(y(σ))−1 = [δ(σ(ω))σ(δ(ω))−1e(ω, σ)]−1.

But bω = bβ
∨

β , bσ(ω) = bαβ
∨

σβ because ω = ωβ , and

y(σ)σ(ω)(y(σ))−1 =
∏

aα
∨

α

∏
a−ωα∨
α =

(∏
a〈α

∨,β〉
α

)β∨

,

the product being over α such that α > 0, σ−1α < 0. Thus the equation may be rewritten as[
bσβσ(bβ)−1

∏
a〈α

∨,β〉
α

]σβ∨

= ησβ
∨

β

or, since we are in Gsc, as

bσβσ(bβ)−1
∏

a〈α
∨,β〉

α = ηβ .

Now we pass to T(s), obtaining

[
bσβσ(bβ)−1

∏
a〈α

∨,β〉
α

]σβ∨

= ησβ
∨

β

in this torus. The left side is E1E2 and so

E1E2 = ησβ
∨

β .

Similarly on the dual side, we find

Ê1Ê2 = ησββ .

But ησβ
∨

β is identified with ησββ . We therefore cancel E1E2 with Ê1Ê2 and conclude that

L(σ, ω) = E3/Ê3.

This quotient is simply σ(
˜̂
δ(ω))

σ(δ̃(ω))
or

∏
α∈R+

β (d)

( i
σ(i))

2α∨
. In µ2 this is ( i

σ(i) )
[R+

β (d)]. Hence

L(σ, ω)L(σω, σ−1)σ(ω)(L(σ, σ−1))−1

cancels with

M(σω)M(σω, σ−1)σ(ω)(M(σ, σ−1))−1
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and the proof of Lemma 6.3.B is complete.

We now return to ∂ṽ/∂ũ and write it as a product of cocycles

(M∂˜̄y/∂˜̄c)−1 · (M∂ṽ∗/∂ũ∗).

Lemma 6.3.B says that we may calculate the second cocycle as M∂ỹ/∂c̃ using the action of ΓT rather

than ΓT̄ . FactorM as ΠOMO where

MO(ρ, σ) =
(
ξ

ρξ

)NO(σ)

,

NO(σ) being the number of α in O for which α > 0 and σ−1α < 0. Then we have

M∂ỹ/∂c̃ =
∏
±O

λ±O

where

λ±O =MOM−O∂ỹO∂ỹ−O/∂r̃±O

if O is asymmetric. By now familiar arguments show that ∂ỹO∂ỹ−O/∂r̃±O (O asymmetric) and

∂ỹO/∂r̃O (O symmetric) take values in µ2 and that λ±O is a 2-cocycle with values in µ4.

Similarly,

M∂˜̄y/∂˜̄c =
∏
±Ō

λ̄±Ō

where now

MŌ(ρ̄, σ̄) =
(
ξ

ρξ

)
NŌ(σ̄).

We conclude:

Theorem 6.3.C.

∂ṽ/∂ũ =

(∏
±O

λ±O

)∏
±Ō

λ̄±Ō

−1

.

6.4. Remaining steps

To complete the proof of (5.1.1) we will show:

(6.4.1) λ±O is trivial for ±O asymmetric,

(6.4.2) invFλO = χα(aα) for O symmetric,
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and

(6.4.3)
∏
O
χα(−2) =

∏
Ō
χᾱ(−2).

Here invF denotes the isomorphism H2(Γ, µ4) ∼= Z4. Since we have chosen i ∈ C× and i ∈ F̄× we

may identify this Z4 with µ4(C). In this section we prove (6.4.1) and (6.4.3).

Suppose that O is asymmetric. Then

(∂ỹO∂ỹ−O/∂r̃±O)(ρ, σ) =
∏
α>0

σ−1α<0
α∈O

ρi

i
,

and so

λ±O(ρ, σ) =
∏
α>0

σ−1α<0
α∈O∪−O

ξ

ρξ

∏
α>0

σ−1α<0
α∈O

ρi

i
.

Let ξ/ρξ = ε. Then ε4 = 1, ρ(i)/i = ε−2 and

λ±O(ρ, σ) =


∏
α>0

σ−1α<0
α∈O

ε · ε−2
∏
α>0

σ−1α<0
αε−O

ε

 = (ε−1)N1εN2 ,

where N1 is the number of terms in the first product and N2 is the number in the second. We observe

that N1 = N2 and thus prove (6.4.1).

Let Φ be the group of all automorphisms ϕ of R(d) such that ϕ(−α) = −ϕ(α) for all α. Fix α and

let Φα be the group fixing α and Φ±α the group fixing the set {±α}. Let θi i = 1, 2, be the characters

of order two of Φ±α/Φα and set

ρi = IndΦ
Φ±α

θi.

To be specific, let θ1 be the trivial character. For some subset S of R(d) such that R(d) is the disjoint

union of S and −S let N(ϕ) be the number of α in S such that ϕ−1(α) ∈ −S. Then

det ρ2(ϕ)/det ρ1(ϕ) = (−1)N(ϕ).

The group Ω0 � ΓT is imbedded in Φ and it is easily seen that N(ω) is even for ω ∈ Ω0. Thus if σ in

ΓT corresponds to σ̄ in ΓT̄ then

(6.4.4) det ρ2(σ)/det ρ1(σ) = det ρ2(σ̄)/det ρ1(σ̄).
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Lemma 6.4.A. Suppose σ ∈ ΓT corersponds to x ∈ F×. Then∏
O
χβ(x) = det ρ2(σ)/det ρ1(σ).

Since the lemma will be valid for T̄ just as well as for T , it together with (6.4.4) implies (6.4.3).

Proof. We note that ρi is the direct sum over a set of representatives ϕ for the double cosets Φ±α\Φ/ΓT

of the representations

ρϕi = IndΓT

ΓT ∩ϕ−1Φ±αϕ
θi ◦ ad ϕ.

If ϕ−1(α) = β then

ΓT ∩ ϕ−1Φ±αϕ = Γ±β

and θ2 ◦ ad ϕ is the character χβ regarded as a character of Gal(F̄ /F±β) = Γ±β .

If σ1, · · · , σr is a set of representatives for Γ±β\Γ and σjσ = βj(σ)σj′ then

det ρϕ2 (σ)/detρ
ϕ
1 (σ) =

∏
j

χβ(βj(σ)),

and, by local class-field theory, this is χβ(x). Since

det ρ2(σ)/det ρ1(σ) =
∏
ϕ

det ρϕ2 (σ)/det ρ
ϕ
1 (σ),

the lemma follows.

6.5. Symmetric orbits

Throughout this section O will be a symmetric orbit. Recall that O = {±αj : 1 ≤ j ≤ n}, where

αj = σ−1
j α > 0 and σ1 = 1, σ2, · · · , σn are representatives for Γ±α. Define αj(ρ), αj′(σ) ∈ Γ±α by

σjρ = αj(ρ)σj′ and σj′σ = αj′(σ)σj′′ . For σ ∈ Γ±α define δ(σ) = 0 if σα = α and δ(σ) = 1 if

σα = −α.

Lemma 6.5.A.

∂ỹO(ρ, σ) =
∏
j

σ−1
j

[[ √
aα

αj(ρ)
√
aα

]δ(αj′ (σ))
]2α∨

j

.

Proof. Let θ be the character on Γ±α given by θ(σ) = ±1 according as σα = ±α. Then we find

ỹO(ρ) =
n∏

j=1

σ−1
j

{
1 if θ(αj(ρ)) = 1√
aα if θ(αj(ρ)) = −1

}2α∨
j

ρ(ỹO(σ)) =
n∏

j=1

σ−1
j

{
1 if θ(αj′(σ)) = 1

αj(ρ)(
√
aα)θ(αj(ρ)) if θ(α′

j(σ)) = −1

}2α∨
j

.
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and

ỹO(ρσ)−1 =
n∏

j=1

σ−1
j

{
1 if θ(aj(ρ))θ(αj′(σ)) = 1

(
√
aα)−1 if θ(αj(ρ))θ(αj′(σ)) = −1

}2α∨
j

.

Thus

∂ỹO(ρ, σ) =
∏
j

σ−1
j A

2α∨
j

j

where Aj is given by the following table:

θ(αj(ρ)) θ(αj′(σ)) Aj

1 1 1
1 -1 αj(ρ)

√
aα/

√
aα

-1 1 1
-1 -1

√
aα/αj(ρ)

√
aα

Since αj(ρ)
√
aα = ±√aα if αj(ρ)α = α, that is, if θ(αj(ρ)) = 1, the lemma follows.

Recall that to define rO and r̃O we have chosen wj mapping to σj under W → Γ, writing

wjw = uj(w)wj′ ,W± =W+v0∪W+v1, v0u = v0(u)vk with k = 0 or 1 and s(u) = χα(v0(u)), u ∈W±.

Then
r̃O(w) =

∏
j

√
s(uj(w))2αj ,

wr̃O(w′) =
∏
r

√
s(uj′(w′))θ(αj(ρ))2αj

where w → ρ under W → Γ, and

r̃O(ww′)−1 =
∏
j

√
s(uj(w)uj′(w′))−2αj .

Hence

Lemma 6.5.B.

∂r̃O(w,w′) =
∏
j

B
2αj

j

where

Bj =
√
s(uj(w))

√
s(uj′(w′)))θ(αj(ρ))

√
s(uj(w)jj′(w′))

.

From these two lemmas we conclude that

λO(w,w′) =
∏
j

(
σ−1
j (Aj)
Bj

)(
ξ

ρξ

)δ(αj′ (σ))

.
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Let

Cj =
(

ξ

αj(ρ)ξ

)δ(αj′ (σ))

,

and define λ′ by

λO =

∏
j

σ−1
j

(
AjCj

Bj

)λ′.
Lemma 6.5.C.

λ′ is a coboundary.

Proof. Because σ−1
j Aj/Aj = σ−1

j Bj/Bj we may write λ′ as

∏
j

σ−1
j Aj

Bj
σ−1
j C−1

j

(
ξ

ρξ

)δ(αj′ (σ))

.

From the definition of Aj we see that

σ−1
j Aj

Bj
=

(
σ−1
j (i)
i

)δ(αj(ρ))δ(αj′(σ))

= η
2δ(αj(ρ))δ(αj′(σ))
j

where ηj = σ−1
j (ξ)/ξ. We also find that

(σ−1
j C−1

j )(ξ/ρξ)δ(αj′(σ))

coincides with (ρηj′/ηj)δ(αj′ (σ)). Thus

λ′ =
∏
j

η
2δ(αj (ρ))δ(αj′(σ))
j (ρηj′/ηj)δ(αj′ (σ)).

On the other hand, the coboundary of
∏
j

η
δ(αj(σ))
j is

∏
j

(
η
δ(αj(ρ))
j (ρηj′)δ(αj′ (σ))η

−δ(αj(ρ)αj′ (σ))
j

)
.

Because

δ(αj(ρ)) + δ(αj′(σ))− δ(αj(ρ)αj′(σ)) = 2δ(αj(ρ))δ(αj′(σ)),

this coboundary coincides with λ′, and the lemma is proved.



Descent for transfer factors 72

We discard the term λ′ from λO leaving

∏
j

σ−1
j

(
AjCj

Bj

)

which equals

∏
j

σ−1
j [(ξ

√
aα/αj(ρ)(ξ

√
aα))δ(αj′(σ))(

√
s(uj(w))

√
s(uj′(w′))θ(αj(ρ))/

√
s(uj(w)uj′(w′)))−1].

Consider the cocycle λα of W±α in µ4 given by

(w,w′)→ (ξ
√
aα/ρ(ξ

√
aα))δ(σ)(

√
s(w)(

√
s(w′)θ(ρ)/

√
s(ww′))−1

where w,w′ → ρ, σ under W±α → Γ±α. Then λO is the image of λα under the corestriction homo-

morphism from H2(W±α, µ4) to H2(W,µ4). Since

invFλO = invF±α
λα,

to prove (6.4.2) it is sufficient to prove that

(6.5.1) invλα = χα(aα).

If R1 → R2 is an isogeny of tori over a local field F with kernel D then local class field theory

([M], Chap. 1) yields two sequences in duality

(6.5.2) D(F ) −→ R1(F ) −→ R2(F ) −→ H1(F,D)

(6.5.3) H2(F, D̂)←− H1(W, R̂1)←− H1(W, R̂2)←− H1(F, D̂).

The pairing is in all cases to C× or a subgroup of it, and

D̂ = Hom(D,µ∞(F̄ )⊗ µ∞(C)).

We use in two different ways the compatibility of the two sequences with the pairing, for the

commutativity of diagrams (6.6.1) and (6.6.2) are special cases of it. Since we use the compatibility at

both ends, we need to pay attention to signs. Moreover we know of no reference for the compatibility,

although it follows from standard results. So we include here some very brief remarks, based on the

constructions in [L3].
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First of all, when proving the compatibility, one can confine attention to elements of H1(F, R̂i)

and thus of H1(K/F, R̂i) for some large K (notice the proof that λα factors through Γ±α in the next

section). Then α ∈ H1(K/F, R̂i) when paired with the cup product β ∪ γ of β ∈ H−2(K/F,X∗(Ri))

and the fundamental class of K/F yields 〈α, β〉 = 〈β, α〉. The pairing between α′ ∈ Hi(F, D̂) and

β′ ∈ Hj(F,D) is given by

β′ ∪ α′ ∈ H2(F,D ⊗ D̂) −→ H2(F, µn(F̄ )⊗ µn(C)) & µn(C).

Here n is sufficiently large and β′ ∪ α′ : ρ, σ → β′(ρ)⊗ ρα′(σ).

Choosing n so that nX∗(R2) ⊆ X∗(R1) ⊆ X∗(R2) we see that it is enough to treat the case that

nX∗(R2) = X∗(R1). Then

1 −→ D −→ R1 −→ R2 −→ 1

is obtained by tensoring

(6.5.4) 1 −→ µn(F̄ ) −→ F̄× −→ F̄× −→ 1

with X∗(R1).

Suppose α′ ∈ H1(F, D̂) has image α and β′ is the image of β ∪ γ. Then by Proposition 5 of [Se,

Chap. VIII, Sect. 3,] β ′ = β ∪ δγ, δ being the map H2(F, F̄×) → H3(F, µn(F̄ )) attached to (6.5.4).

Thus

β′ ∪ α′ = β ∪ δγ ∪ α′ = −β ∪ α′ ∪ δγ.

Choose n divisible by [K : F ]. Then

H2(K/F,µn(K)) −→ H2(K/F,K×),

is an isomorphism as is

H2(K/F,µn(K)) −→ H2(K/F,µm(K))

if n | m.

The product β ∪ α′ = γ1 is a class in H−2(K/F,µn(C)). Lifting γ, γ1 to γ̃, γ̃1 with values in

µn2(K̄), µn2(C) we obtain a product of chains γ̃1 ∪ γ̃ that projects to γ1 ∪ γ. Since

∂(γ̃1 ∪ γ̃) = ∂γ̃1 ∪ γ + γ1 ∪ ∂γ̃
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must be trivial in H1(K/F,µn(K)⊗ µn(C)), and ∂γ̃ = δγ, ∂γ̃1 = 〈β, α〉, we conclude that

β′ ∪ α′ = 〈β, α〉γ.

This is one of the compatibilities.

For the other, take α ∈ H1(K/F, D̂), and α′ = δα, β′ = β ∪ γ. Then

β ∪ γ ∪ δα = β ∪ δα ∪ γ = δ(β ∪ α) ∪ γ,

and δ(β ∪ α) = 〈β, α〉.

6.6. Final calculations

First we observe that

B =
√
a(w)(

√
s(w′))θ(ρ)(

√
s(ww′))−1, w,w′ ∈W±,

is given by the following table. The elements t, t′ lie in W+.

w w B
t t′

√
s(t)

√
s(t′)

√
s(tt′)−1

t t′v
√
s(t)

√
s(t′)

√
s(tt′)−1

tv1 t′
√
s(t)

√
s(t′)−1

√
s(tt̄′)−1

tv1 t′v1
√
s(t)

√
s(t′)−1

√
s(tt̄′v21)

−1

The proof of (6.5.1) will be divided into the following cases:

(i) i ∈ F±α;

(II) i ∈ Fα − F±α;

(III) i /∈ Fα.

We shall delete the subscript α from notation. Thus aα, χα, λα, F±α become a, χ, λ, F±; we write F+

for Fα.

To verify directly that λ factors through Γ±, we choose an open subgroup U of finite index in F×

that does not contain−1. Then V = U2 is also open and of finite index and u→ v = u2 is a topological

isomorphism between the two groups. Define a character µ of V by µ(v) = χ(u). Then µ2 is equal to

χ on V . We may suppose U and V are invariant under Γ±. Then V is a normal subgroup of W± and

we may so choose
√
s(t), t ∈W+, that

√
s(vt) = µ(v)

√
s(t).
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Since µ(vv̄) = χ(uū) = 1, v ∈ V , it follows easily from the table that B factors through V \W± and

thus through Γ±. We now prove (6.5.1).

Case I.

We may assume F nonarchimedean. Let L be the cyclic quartic extension F+(ξ
√
a) of F±, τ be

the generator ξ
√
a → iξ

√
a and µ1 be the character on Gal(L/F±) given by µ1(τ) = i−1. We pull µ1

back to a character on Γ± and observe that

ξ
√
a

ρ(ξ
√
a)

= µ1(ρ), ρ ∈ Γ±.

Because χ(−1) = χ(i2) = 1 we may choose a character µ2 on F×
+ such that µ22 = χ. Regard µ2 as

a character on W+ and set
√
s = µ2. As usual, let w,w′ → ρ, σ under W± → Γ±. Then in the table of

values for B we obtain 1, 1, µ2(t′t̄′)−1, µ2(t′t̄′v21)
−1, so that B is given by

(w,w′) −→ [µ2 ◦ trans (w′)]−δ(ρ)

where trans is the transfer homomorphism Wab± → W ab
+ . Since µ2 ◦ trans corresponds to restriction

of µ2 to F×
± we may write this as

(w,w′) −→ µ2(σ)−δ(ρ)

on identifying this restriction as a character on Γ±.

Observe next that on F×
± or Γ± we have µ21 = µ22 = χ so that θ = µ2µ

−1
1 is of order two.

Also (ρ, σ) /→ µ2(σ)−δ(ρ) is cohomologous to (ρ, σ) → µ2(ρ)δ(σ), for they differ by the boundary of

ρ→ µ2(ρ)δ(ρ). We conclude that λ is the cocycle

(ρ, σ) −→ θ(ρ)δ(σ).

We interpret this as the cup-product of θ in H1(F±, µ2(C)) and δ in H1(F±, µ2(F̄ )).

In general the diagram,

(6.6.1)
µn(F±)∗ ← (F×

± )∗ ← (F×
± )∗ ← H1(F±, µn(F̄ ))∗

+| +| +| +|
H2(F±, µn(C)) ← H1(W±,C×) ← H1(W±,C×) ← H1(F±, µn(C))

defined by x→ xn, F̄× → F̄×, is commutative. Thus

inv λ = θ(a2) = µ2(a2)µ−1
1 (a2) = χ(a)µ−1

1 (a2).
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However, the norm of ξ
√
a is

i · (−1) · (−i) · ξ4a2 = a2,

so that µ1(a2) = 1. Thus the relation (6.5.1) is valid in this case.

Observe that slight variations of the preceding arguments allow one to verify readily in all cases

that if (6.5.1) is valid for one choice of a and χ then it is valid for all.

Case II.

We may choose a = −i,
√
a = ξ−1. Then λ is given by B−1. The diagram (6.6.1) is now to be

replaced by the analogous diagram for the group R with the twisted action ρ : x → ρ(x)θ(ρ). Then

C× is replaced by R̂. We take n = 4, and then the kernel of x → x4, R̂ → R̂ is, because of the twisted

action and because i ∈ F+ − F±, isomorphic to µ4(F̄±). The analogue of (6.6.1) is

(6.6.2)
Z∗
4 ← R∗ ← R∗ ← H1(F±,Z4)∗

+| +| +| +|
H2(F±, µ4(F̄±)) ← H1(W±, R̂) ← H1(W±, R̂) ← H1(F±, µ4(F̄±))

It is again commutative.

The element B−1 lies in H2(F±, µ4(F±)), and comes as the boundary of a 1-cochain on W± with

values in R̂, namely w →
√
s(w)−1. Taking the fourth power, we obtain the cocycle r : w → s(w)−2.

The element inv λ is obtained, after our identification, by pairing B with a−1 = i in Z4 (or µ4(F̄ )).

Thus, by commutativity of the diagram, it is obtained as the value of the character ν associated to the

cocycle r on a−1. In general if z ∈ R̂, thus if z ∈ F+ and zz̄ = 1, then z = yȳ−1 and ν(z) = χ(y)−2

because the function s2 restricted to W+ is χ2. For z = iwe have y = 1 + i and

χ(y)−2 = χ(2i)−1 = χ(−i) = χ(a),

because 2 is the norm of y.

Case III.

We have not been able in Case III to deal directly with fields of even residual characteristic. They

can, however, be handled by a global argument. Suppose, for present purposes, that F+ is a quadratic

extension of the number field F±, that a ∈ F+ and ā = −a, and that χ is an idèle-class character of IF+

whose restriction to IF± is the character θF+/F± associated to the quadratic extension. The construction

of λ in Section 6.5 can be carried out globally. At a place in F± that does not split in F+, the global
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construction is compatible with the local. However, λ can also be restricted to the local Weil group at a

place v that splits in F+. We claim that the relation (6.5.1) is valid at this local place. Thus

inv λv = χv(a) = 1.

To see this observe first that χv(−1) = 1 so that χv is a square. Since θ(ρ) = 1 if ρ lies in the

decomposition group, the denominator of the expression defining λv is 1. Since δ(σ) = 0 if σ is in the

decomposition group, the numerator is also 1.

We conclude that if (6.5.1) is valid at all but one place then it is valid at the remaining place. It

is certainly valid at the archimedean places, for if they are not split they fall under Case II. Moreover,

given local data at one place, we can extend these local data to global data and in such a way that at any

prescribed finite set of places not containing the original one the extension splits. Therefore it suffices

to treat the case of odd residual characteristic.

Since i /∈ F+ we have a diagram of fields

K

F+ E = F±(i)

ramified unramified

F±

...........
..........
...........
...........
.... ...............................................................

.............................................................. ..........
..........
..........
..........
..........
..........
..........
.

All intermediate extensions are quadratic and [K : F±] = 4. Let q be the number of elements in

the residue field, so that q ≡ 3(mod4) and q2−1 ≡ 0(mod8). Letm be the largest power of 2 dividing

q2 − 1 and let ζ be a primitive mth root of unity in E. We may suppose that

ζ(q
2−1)/8 = ξ, ζ(q

2−1)/4 = i.

Since F+/F± is ramified, we may choose a so that a2 = 6 is a uniformizing parameter in F±. Then

K( 4
√
a) and K( 4

√
ζ) are linearly disjoint and Galois over F±.

Thus we may enlarge our diagram of fields to

K( 4
√
a ) K(

√
ζa ) K( 4

√
ζ )

|
K

F+ E

F±

........................................................................................................... .......................
.......................

.......................
.......................

......

...............
...............

...............
...............

...............
...............

... ..........................................................................................

......................................................................................... ..................
..................

..................
..................

..................
...........
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There exists a τ ∈ Γ± such that

(6.6.3) τa = −a, τ( 4
√
a) = ξ 4

√
a, τ( 4

√
ζ) = 4

√
ζ

We choose 1, τ as representatives for Γ±\Γ+.

The group of units O×
± in O± is a product {±1}U , where U is the set of all a in O×

± whose image

in the residue field has odd order. We define χ on F×
± by the following conditions:

χ | U ≡ 1; χ(−1) = −1, χ(−a2) = 1.

Then we extend it to F×
+ , obtaining a character χ of order 4. This character defines a cyclic quartic

extension of F+ that evidently contains K because χ2 is unramified. Thus it is the quadratic extension

of K associated to the character ν(x) = χ(xx̄). Since ν is not trivial on units it is ramified, and thus

of the form K(
√
γa), where γ is a unit. Then 1 = ν(−γa) = ν(γ)χ(a2) = −ν(γ), so that ν(γ) = −1.

Consequently we may take γ = ζ , and the field isK(
√
ζa).

Consider the element δ of H1(F+, µ4(F̄+)) given by ρ → 4
√
a/ρ( 4

√
a) and the element θ of

H1(F+, µ4(C)) given by χ. According to the diagram (6.6.1) the invariant of their cup product is

χ(a).

To complete the proof of (6.5.1) in Case III and thus of Theorem 1.6.A it remains to show that λ is

in the class of the constriction of δ ∪ θ. The cup product itself is given by

(ρσ) −→ ( 4
√
a/ρ( 4

√
a)) ord (σ),

if we identify, as usual, µ4(C) with Z4 and set χ(σ) = i ord (σ).

We calculate the corestriction with the coset representatives (1, τ) for Γ+\Γ± obtaining a 2-cocycle

µ. We construct the extension of Γ± by µ4(F̄ ) defined by µ, letting σ̂ be the representative of σ ∈ Γ±

in it. Then ρ̂ · σ̂ = µρ,σ(ρσ)̂ . We want to choose aσ ∈ µ4(F̂ ) so that if σ̃ = aσσ̂ then ρ̃σ̃ = λρ,σ(ρσ).

We first examine the restriction of the cocycle µ to Γ+. There it is given by

µρ,σ = ( 4
√
a ρ( 4

√
a)−1)ord(σ)τ−1( 4

√
a τρτ−1( 4

√
a)−1)ord(τστ

−1)

We claim that ord(τστ−1) = −ord(σ). It is enough to verify this on an element σ such that σ(
√
ζa) =

±i
√
ζa. Then, by (6.6.3),

τστ−1(
√
ζa) = τσ(−i

√
ζa) = τ(±

√
ζa) = ∓i

√
ζa = σ−1(

√
ζa).
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Thus

µρ,σ = ( 4
√
a ρ( 4

√
a)−1τ−1( 4

√
a)−1ρτ−1( 4

√
a))ord(σ) = (ξρ(ξ)−1)ord(σ).

On the other hand, the numerator of the quotient defining λ is trivial on Γ+ since δ(σ) = 0 for

σ ∈ Γ+. The denominator is easily calculated since it is just the pullback to Γ+ through χ of the

2-cocycle of the extension

1 −→ µ2(C) −→ µ8(C) −→ µ4(C) −→ 1.

If we choose σ1 such that ord(σ1) = 1 then for 0 ≤ a, b < 4 this is just

λσa
1 ,σ

b
1
=
{

1 a+ b < 4
−1 a+ b ≥ 4.

Thus both cocycles are defined on Gal(K(
√
ζa)/F+) and if we take

σ̃1 = σ̂1, (σ21)
∼ = ξσ1(ξ)−1(σ21 )̂ , (σ31) = ξσ1(ξ)−1(σ31 )̂

then ρ̃ · σ̃ = λρ,σ(ρσ) on Γ+, because σ21(ξ) = ξq
2
= ξ.

If σ belongs to Γ+ then 1 · τ = τ, τ · σ = τστ−1 · τ, τ · τ = τ2, so that

µτ,σ = τ−1( 4
√
a τ2( 4

√
a)−1)ordσ = ξ−2ord(σ) = i−ord(σ).

On the other hand,

λτ,σ = (
√
χ(1))−1

√
χ(σ)

√
χ(τστ−1) =

√
χ(σ)

√
χ(τστ−1),

and we have chosen
√
χ(σa1) =

√
e2πia/4 = e2πia/8 for 0 ≤ a < 4. Thus

λτ,σa
1
= e2πia/8e2πi(4−a)/8 = −1, 0 < a < 4,

λτ,1 = 1.

Then we set τ̃ = βτ̂ , where β is yet to be determined, and define (τσ)∼ so that

(τσ)∼ = λ−1
τ,σ τ̃ σ̃ = λ−1

τ,σβτ(aσ)τ̂ σ̂ = λ−1
τ,σβτ(aσ)µτ,σ(τσ)̂

This done, we have to verify that

(6.6.4) σ̃τ̃ = λσ,τ (στ)∼.
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If this equation is valid then

σ̃ · (τρ)∼ = σ(λτ,ρ)−1σ̃τ̃ ρ̃ = σ(λτ,ρ)−1λσ,τ (στ)∼ρ̃

which equals

σ(λτ,ρ)−1λσ,τλ
−1
τ,τ−1στ

τ(λτ−1στ,ρ)λτ,τ−1στρ(στρ)∼ = λσ,τρ(στρ)∼.

Moreover, if (6.6.4) is valid for ρ as well as σ then

(ρσ)∼τ̃ = λ−1
ρ,σρ̃σ̃τ̃ = λ−1

ρ,σρ(λσ,τ )λρ,στ (ρστ)
∼ = λρσ,τ (ρστ)∼.

Thus it enough to verify it for σ1.

The left side is equal to σ1(β)µσ1,τ (στ )̂ ; the right side is

λσ1,τλ
−1

τ,σ−1
1
βτ(aσ−1

1
)µτ,σ−1

1
(στ )̂ .

Since ord(τ2) = 2, 1 · τ = τ, τσ1 = (τσ1τ−1)τ ,

µσ1,τ = τ−1( 4
√
aτ2( 4

√
a)−1)−1 = i,

while

λσ1,τ =
√
e2πi/4

−1√
e2πi/4 = 1.

Thus we must have

σ1(β)β−1 = −τ(ξσ1(ξ)−1) = −ξσ1(ξ)−1 = −ξ1−q.

Since σ1(i) = −1, we may take

β = ξ−1i = ξ.

It is easy to verify that (τρ)∼σ̃ = λτρ,σ(τρσ)∼ if ρ, σ ∈ Γ+, and if

(6.6.5) τ̃2 = λτ,τ (τ2)∼

it is easy to verify that (ρτ)∼(στ)∼ = λρτ,στ (ρτστ)∼, ρ, σ ∈ Γ+. Thus the proof of Theorem 1.6.A will

be complete once (6.6.5) is established. It is clear that µτ,τ = 1 and that ord(τ2) = 2. Therefore

τ̃2 = (βτ̂)2 = β2τ̂2 = β2(τ2)̂ = −β2(τ2)∼.
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On the other hand,

λτ,τ =
√
ζa τ(

√
ζa)−1 = ξ−2 = −ξ2 = −β2,

and we are done.
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